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	ID
	Deliverable
	Deadline
	Metric
	L1 deliverable
	Current Status
	Dependencies/Risks

	D1.1
	Definition of requirements for software deployment. 
	31/1/2005
	Presentation/document summarising the requirements
	Ia/Ie
	Completed
	

	D1.2
	Prototype Grid Software deployment system 
	30/9/2005
	Deployment of software
	Ia/Ie
	Completed
	

	D1.3
	Prototype semi-automatic software deployment world-wide
	31/12/2005
	Deployment and testing of software
	Ia/Ie
	Completed
	

	D1.4
	Prototype Job Splitting and job preparation assuming dataset at a single site
	31/3/2005
	Release of prototype
	Ib/Ie
	Completed
	

	D1.5
	Prototype Job Splitting and job preparation not assuming dataset at a single site
	30/6/2005
	Release of Prototype
	Ib/Ie
	Completed
	

	D1.6
	Integration of  CMS specific knowledge so that splitting is performed according data and resource distribution
	31/12/2005
	Release of system
	Ib/Ie
	Completed
	

	D1.7
	Evaluation of current job monitoring tools (BOSS, Monalisa etc etc)
	30/6/2005
	Presentation/document outlining the results of the evaluation
	Ic/Ie
	Completed
	

	D1.8
	Re-factoring of BOSS code
	31/12/2005
	Release of software
	Ic/Ie
	Completed
	

	D1.9
	Separation of Monitoring and Logging functions
	31/12/2005
	Release of software
	Id/Ie
	Completed
	

	D1.10
	Extension of BOSS job wrapper and the interfacing of a multiplicity of databases in BOSS
	30/6/2006
	Release of software
	Id/Ie
	Completed 
	

	D2.1
	Deployment of CMS data transfer infrastructure at RAL
	30/12/2004
	RAL draws data from CMS transfer infrastructure at 0.5TB per day
	IIa
	Completed
	

	D2.2
	Provision of data transfer support for CMS UK physicists
	30/3/2005
	Datasets requested by UK physicists available at RAL
	IIa
	Completed
	

	D2.3
	Contribution to effort on CMS Data Management System (DMS)
	30/6/2005
	Prototype DMS is described, feedback to GridPP UK Metadata group
	IIb,IIIb
	Completed
	

	D2.4
	Sustained transfer of data for CMS into and out of RAL for analysis and MC production (Physics TDR)
	30/6/2005
	Latency between request and delivery of 1TB data of order days.
	IIc
	Completed
	

	D2.5
	Codification of local practices
	30/6/2005
	Draft documents describing RAL local data management available
	IIb
	Completed
	

	D2.6
	Rollout of CMS data transfer mechanism to UK T2s
	30/6/2005
	Incorporation of 2 T2 (virtual?) into CMS data distribution infrastructure.
	IIb
	Completed
	

	D2.7
	Tuning of local transfer infrastructure possible
	30/9/2005
	Sustained data rates meet significant fraction of TDR spec
	IId
	Completed

	

	D2.8
	Enhanced data management system planning
	1/1/2007
	Existing procedures codified and documented. New Requirements Document produced.
	IIe
	Completed (reported at CHEP2007, Victoria, Canada)
	

	D2.9
	Release of Final Data Management System
	31/8/2007
	System ready for LHC startup and signed off by CMS.
	IIf
	Completed
	

	D3.1
	RGMA verified operational on the LCG grid.
	31/10/2004
	Data successfully received from >5 LCG resources
	IIIa
	Completed (reported at IEEE NSS, Rome 2004)
	

	D3.2
	Generation of statistically significant data from RGMA test jobs run on LCG resources
	28/2/2005
	At least 250000 messages transferred from LCG resources to an RGMA receiver.
	IIIa
	Completed (reported at IEEE NSS, Puerto Rico 2005)
	LCG sites continue to deploy fully functional RGMA

	D3.3
	Recommendations on the use of RGMA in CMS
	31/3/2005
	Documented  analysis of the data generated in D3.2 
	IIIa
	Completed (Paper in IEEE/NSS Puerto Rico 2005 Conference record)
	

	D3.4
	Metadata analysis work-plan agreed by CMS
	14/1/2005
	Document
	IIIb
	Completed
	Delays in agreeing strategy for metadata management

	D3.5
	Contribution to CMS metadata management Use Cases and initial design
	30/6/2005
	Contribution to metadata management section of CMS computing TDR
	IIIb
	Completed (see CMS TDR)
	Contribution reduced if D3.4 is delayed.

	D3.6
	Review of metadata strategies for physics data analysis in HEP experiments
	1/3/2005
	Document
	IIIc
	Completed
	

	D3.7
	Evaluation of prototype metadata delivery system
	31/12/2005
	Contribution to delivered software and documentation
	IIIc
	RETIRED
	Retired due to reallocation of Nebrensky’s effort to D4.2

	D3.8
	Release of production metadata delivery system
	30/6/2006
	Contribution to delivered software and documentation
	IIIc
	RETIRED
	Retired due to reallocation of Nebrensky’s effort to D4.2

	D4.1
	Contribution to testing prototype CMS production model
	30/9/2005
	Production of test data sets, and numbers of data sets replicated, at the appropriate UK fraction of the CMS computing infrastructure.
	IVa
	Completed
	

	D4.2
	Contribution to SC06
	30/9/2006
	Production and replication of SC06 data sets at the appropriate UK fraction of the CMS computing infrastructure.
	IVb
	Completed
	

	D4.3
	Contribution to restructuring of CMS data transfer infrastructure on a peer to peer architecture with examples of true autonomous agent behaviour
	30/9/2006
	Nodes in distribution network are self-contained, network is robust in the face of outages
	IVc
	Completed
	

	D4.4
	RAL-local data management in sustained operations phase
	30/3/2007
	System is routinely maintained on a shift basis. High level functions operated from remote location.
	IVc
	Completed
	

	D4.5
	Incorporation of all CMS sites into data transfer infrastructure
	30/6/2007
	All CMS T2s incorporated; minimal management required at T2s. Processes for T2 groups to routinely request and monitor data transfer in place.
	IVc
	Completed
	


