Discontinuous Galerkin finite element approximation of nonlinear non-Fickian diffusion in viscoelastic polymers

Béatrice Rivièrë∗ and Simon Shaw†

November 9, 2005

Abstract

We consider discrete schemes for a nonlinear model of non-Fickian diffusion in viscoelastic polymers. The model is motivated by, but not the same as, that proposed by Cohen et al. in SIAM J. Appl. Math., 55, pp. 348–368, 1995. The spatial discretisation is effected with both the symmetric and non-symmetric interior penalty discontinuous Galerkin finite element method, and the time discretisation is of Crank-Nicolson type. We also discuss two means of handling the nonlinearity: either implicitly, which requires the solution of nonlinear equations at each time level, or through a linearisation based on extrapolating from previous time levels. The same optimal orders of convergence are proven in both cases and, to verify this, some numerical results are also given for the linearised scheme.

1 Introduction

In [22] Thomas and Windle demonstrated by experiment that the diffusion of organic penetrants into glassy polymers does not obey the classical Fick’s law. At moderate temperatures the profile of diffusing penetrant (methanol in their case) forms a steep front which travels at a constant speed into the polymer. In [21] they developed a model for this ‘anomalous’ diffusion in terms of an ordinary differential equation for the fractional swelling of the polymer. However, in order to have more predictive value, a mathematical model for this behaviour in the form of a partial differential equation is more desirable. Such a model has been proposed by Cohen et al. in [5] (see also the references therein). Recognising that viscoelastic stress relaxation effects are significant in polymers, they add such a term to Fick’s law, and drive this stress through a nonlinear relaxation equation which is adjoined to the diffusion equation. Solving the system then results in a heat equation with a nonlinear viscoelastic memory term in the form of a Volterra integral—typical of continuum models of polymers (see e.g. [6] for polymer theory and [12] for a similar model of heat conduction).

In terms of the underlying physics, it seems that high levels of penetrant concentration can cause a rubber-glass phase change. The polymer’s viscoelastic properties change dramatically across this transition layer, and this can cause sharp fronts to develop in the diffusing penetrant.

The model proposed in [5] seems to be difficult to handle in terms of obtaining estimates and so, as a stepping stone to that model, we deal here with a simpler version which involves a
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vector of stresses in the diffusion equation, rather than the gradient of a scalar stress. We return to this point later in Section 5.

Our model is as follows. For an open bounded domain $\Omega \subset \mathbb{R}^d$ ($d = 2$ or $3$) and a time interval $I := (0,T)$, for some $T > 0$, we want to find $u: \Omega \times I \to \mathbb{R}$ and $\sigma: \Omega \times I \to \mathbb{R}^d$ such that in $\Omega \times I$,

\begin{align}
    u_t(t) - \nabla \cdot D\nabla u(t) &= f(t) + \nabla \cdot K\sigma(t), \quad (1) \\
    \sigma_t(t) + \gamma(u)\sigma(t) &= \mu \nabla u(t), \quad (2)
\end{align}

where $\sigma = (\sigma_1, \ldots, \sigma_d)^T$. These are subject to the initial conditions,

\begin{equation}
    u(x, 0) = \tilde{u}(x) \quad \text{and} \quad \sigma(x, 0) = \tilde{\sigma}(x),
\end{equation}

and the boundary conditions,

\begin{equation}
    u(x, t) = 0 \text{ on } \Gamma_D \times I \quad \text{and} \quad (D\nabla u(x, t) + K\sigma(x, t)) \cdot n(x) = g(x, t) \text{ on } \Gamma_N \times I,
\end{equation}

where $\Gamma_D \cup \Gamma_N = \partial \Omega$, $\Gamma_D \cap \Gamma_N = \emptyset$, $\Gamma_N$ has outward normal $n$ and $\Gamma_D$ is closed with positive surface measure. Note that in (1) and (2), and usually below, we drop the $x$ dependence.

In these equations $\Gamma$ and $\mu$ are positive constants. Also, the nonlinear function

\begin{equation}
    \gamma(u) = \frac{1}{2} (\gamma_R + \gamma_G) + \frac{1}{2} (\gamma_R - \gamma_G) \tanh \left( \frac{u - u_{RG}}{\Delta} \right),
\end{equation}

with constants $\gamma_R \gg \gamma_G > 0$, models the sharp change in material properties across the rubber-glass transition. The sharpness of the change is controlled by the positive constant $\Delta$, and the location of the change is controlled by the constant transition concentration $u_{RG}$.

We note that,

\begin{equation}
    0 < \gamma_G \leq \gamma(y) \leq \gamma_R \quad \forall y \in \mathbb{R},
\end{equation}

and,

\begin{equation}
    \gamma'(y) = \frac{\gamma_R - \gamma_G}{2\Delta} \text{sech}^2 \left( \frac{y - u_{RG}}{\Delta} \right),
\end{equation}

so that,

\begin{equation}
    0 \leq \gamma'(y) \leq C'_\gamma := \frac{\gamma_R - \gamma_G}{2\Delta} \quad \forall y \in \mathbb{R},
\end{equation}

Also,

\begin{equation}
    \gamma''(y) = - \left( \frac{\gamma_R - \gamma_G}{\Delta^2} \right) \tanh \left( \frac{y - u_{RG}}{\Delta} \right) \text{sech}^2 \left( \frac{y - u_{RG}}{\Delta} \right),
\end{equation}

which gives,

\begin{equation}
    |\gamma''(y)| \leq C''_{\gamma} := \frac{\gamma_R - \gamma_G}{\Delta^2} \quad \forall y \in \mathbb{R}.
\end{equation}

We also note that we can solve (2) to get,

\begin{equation}
    \sigma(t) = \tilde{\sigma} e^{-\int_0^t \gamma(u(\xi)) d\xi} + \mu \int_0^t e^{-\int_0^\xi \gamma(u(\eta)) d\eta} \nabla u(s) \, ds,
\end{equation}

and use this in (1) to arrive at (assuming $\tilde{\sigma} = 0$),

\begin{equation}
    u_t(t) - \nabla \cdot D\nabla u(t) = f(t) + \nabla \cdot K\mu \int_0^t e^{-\int_0^\xi \gamma(u(\eta)) d\eta} \nabla u(s) \, ds.
\end{equation}

We recognise this as a parabolic partial differential equation with a nonlinear Volterra-type memory term typical of that arising in viscoelasticity theory. We could work directly with
This formulation in constructing our numerical approximation, but we prefer to work with the system, (1) with (2), since we then need not be concerned with the discretisation of the Volterra integral. Also, representing viscoelasticity through evolution equations for internal variables is often preferred to the use of Volterra integrals. See for example [9, 8, 2].

This is the third in a series of papers extending the (spatially) discontinuous Galerkin finite element method (DG FEM) to viscoelasticity problems. In [16] we considered an elliptic stress analysis problem with memory and in [17] we extended this to a second-order hyperbolic problem with memory. Both of these deal only with linear problems but below we ‘complete the set’ by considering a parabolic problem, and including a physically relevant nonlinearity.

In Section 2 the equations are spatially discretised using an interior penalty DG FEM, and we consider both the symmetric and non-symmetric variants. The time discretisation is a standard Crank-Nicolson method with a choice of treatments for the nonlinear term. Either this term is approximated in an implicit way, which involves a nonlinear equation set at each time level, or it is handled by extrapolating the current approximation of \( u \) to the current time level from the two previous time levels (similarly to [4]). Special care is needed at the first time step, but we can show optimal second-order convergence in each case. The error estimates are contained in Section 3 and some numerical experiments are given in Section 4. We finish with some comments regarding our model and approach in Section 5, as well as discuss the potential for extending this work to Cohen et al.’s model.

For background to the DG FEM we refer to Rivière et al. in [14, 13, 7, 18], and for the numerical analysis of generic parabolic problems with memory we refer to [4, 10, 20, 23, 11] (but there are many others).

However, apart from [17], we are not aware of any error analysis for numerical approximations to viscoelasticity problems where the Volterra integral is replaced with internal variable evolution equations, such as (2).

Our notation is standard. For \( \omega \subseteq \bar{\Omega} \) we use \((\cdot, \cdot)_\omega\) to denote the \( L_2(\omega) \) inner product and simply write \((\cdot, \cdot)\) when \( \omega = \Omega \). Also, we use \( \| \cdot \|_{p,\omega} \) to denote the \( H^p(\omega) \) norm and write \( \| \cdot \|_m \) as an abbreviation for \( \| \cdot \|_{m,\Omega} \).

We set \( H^p(\Omega) := (H^p(\Omega))^d \), but in the notation just described we do not distinguish between inner products and norms on \( H^p(\Omega) \) (as used for \( u \)) and inner products and norms on \( H^p(\Omega) \) (as used for \( \sigma \)).

Since our functions are time dependent we take the usual approach of thinking of them as maps from \( I \) to some underlying Banach space, \( X \). For \( 1 \leq p < \infty \) the \( L_p(0, t; X) \) norms are given by,

\[
\|v\|_{L_p(0, t; X)} := \left( \int_0^t \|v(t)\|_X^p \, dt \right)^{1/p},
\]

with the usual ‘ess sup’ modification when \( p = \infty \).

To finish this introduction we derive a stability estimate for this problem, the proof is a model of how to proceed with the estimates for the discrete scheme that follows. To begin we note that if,

\[
V := \{ v \in H^1(\Omega) : v = 0 \text{ on } \Gamma_D \},
\]

then a variational formulation of (1)-(2) is: find maps \( u : I \to V \) and \( \sigma : I \to L_2(\Omega) \) such that

\[
(u_t(t), v) + (D\nabla u(t), \nabla v) + (K\sigma(t), \nabla v) = L(t; v) \quad \forall v \in V, \tag{12}
\]

\[
(\sigma_t(t) + \gamma(u)\sigma(t), w) = (\mu\nabla u(t), w) \quad \forall w \in L_2(\Omega), \tag{13}
\]

where,

\[
L(t; v) := (f(t), v) + (g(t), \nabla v)_{\Gamma_N}. \tag{14}
\]
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We can now state a basic stability estimate which does not require Gronwall’s lemma.

**Theorem 1.1 (basic stability)** There exists a constant $C > 0$, independent of $T$, such that, if $(u, \sigma)$ is a solution of (12), (13), then

$$
\|u(t)\|_0^2 + \|\sigma(t)\|_0^2 + \int_0^t \left( \|D^{1/2} \nabla u(s)\|_0^2 + \|\sigma(s)\|_0^2 \right) ds \\
\leq C \left( \|\bar{u}\|_0^2 + \|ar{\sigma}\|_0^2 + \|f\|_{L^2(0,T;L^2(\Omega))}^2 + \|g\|_{L^2(0,T;L^2(\Gamma_N))}^2 \right)
$$

for all $t > 0$.

**Proof** Choose $v = u$ in (12) and $w = (K/\mu)\sigma(t)$ in (13) and add the resulting equations to get,

$$(u_t(t), u(t)) + (D \nabla u(t), \nabla u(t)) + (K \sigma(t), \nabla u(t))$$

$$+ \frac{K}{\mu} (\sigma_t(t), \sigma(t)) + \frac{K}{\mu} (\gamma(u)\sigma(t), \sigma(t)) - (K \sigma(t), \nabla u(t))$$

$$= (f(t), u(t)) + (g(t), u(t))_{\Gamma_N}.$$

Hence, using Poincaré’s inequality

$$
\frac{d}{dt} \|u(t)\|_0^2 + \frac{K}{\mu} \frac{d}{dt} \|\sigma(t)\|_0^2 + 2 \|D^{1/2} \nabla u(t)\|_0^2 + \frac{2K}{\mu} (\gamma(u)\sigma(t), \sigma(t))$$

$$\leq 2C \|f(t)\|_0 \|D^{1/2} \nabla u(t)\|_0 + 2C \|g(t)\|_{0,\Gamma_N} \|D^{1/2} \nabla u(t)\|_0$$

$$\leq 2C^2 \|f(t)\|_0^2 + 2C^2 \|g(t)\|_{0,\Gamma_N}^2 + \|D^{1/2} \nabla u(t)\|_0^2.$$

Integrating then gives,

$$
\|u(t)\|_0^2 + \frac{K}{\mu} \|\sigma(t)\|_0^2 + \int_0^t \left( \|D^{1/2} \nabla u(s)\|_0^2 + \frac{2K\gamma G}{\mu} \|\sigma(s)\|_0^2 \right) ds$$

$$\leq \|\bar{u}\|_0^2 + \frac{K}{\mu} \|\bar{\sigma}\|_0^2 + 2C^2 \left( \|f\|_{L^2(0,T;L^2(\Omega))}^2 + \|g\|_{L^2(0,T;L^2(\Gamma_N))}^2 \right).$$

This concludes the proof. \[\square\]

Lastly in this section, we recall Young’s inequality in the form,

$$
ab \leq \frac{a^p}{p e^p} + \frac{e^q b^q}{q},
$$

(15)

for all $a, b \geq 0$, $\epsilon > 0$ and $p, q \in (1, \infty)$ such that $1/p + 1/q = 1$.

## 2 The numerical scheme

The first step is to establish notation for the spatial discretisation. Let $\mathcal{E}_h = \{E\}$ be a nondegenerate quasiuniform subdivision of $\Omega$, where $E$ is a triangle if $d = 2$, or a tetrahedron if $d = 3$. The nondegeneracy requirement is that there exists $\rho > 0$ such that if $h_E = \text{diam}(E)$, then $E$ contains a ball of radius $\rho h_E$ in its interior. Let $h = \max\{h_E : E \in \mathcal{E}_h\}$, the quasiuniformity requirement is that there exists $\tau > 0$ such that $h/h_E \leq \tau$ for all $E \in \mathcal{E}_h$. We denote by $\Gamma_h$ the set of interior edges (faces for $d = 3$) of $\mathcal{E}_h$. With each edge (or face) $e$, we associate a unit normal vector $n_e$. For a boundary edge $e$, $n_e$ is taken to be the unit outward vector normal to $\partial \Omega$.

We now define the average and the jump operators. For each of the interior edges, suppose that $e$ is shared by $E_1^e$ and $E_2^e$ such that $n_e$ points from $E_1^e$ to $E_2^e$ and for a boundary edge, suppose that $e$ belongs to $E_1^e$. We define the averaging operator $\{\cdot\}$ by,

$$
\{w\} := \begin{cases} 
\frac{1}{2} (w|_{E_1^e})_e + \frac{1}{2} (w|_{E_2^e})_e & \text{if } e \subset \Omega, \\
(w|_{E_2^e})_e & \text{if } e \subset \partial \Omega.
\end{cases}
$$
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and the jump operator \([\cdot]\) by,

\[
[w] := \begin{cases} 
  (w|_{E_1^e})_e - (w|_{E_2^e})_e & \text{if } e \subset \Omega, \\
  (w|_{E_1^e})_e & \text{if } e \subset \partial \Omega.
\end{cases}
\]

The distinction between \([\cdot]\) and \(-[\cdot]\) can be made because each edge \(e_a\) has a unit normal associated with it. The “direction” in which the jump takes place is unimportant.

These operators are well defined if \(w|_{E_a^e} \in H^{\frac{1}{2}+\epsilon}(E_a^e)\) for \(i = 1, 2\) and \(\epsilon > 0\). Below, we use \(|e|\) to denote the \((d-1)\)-dimensional surface measure of the edge/face \(e\). We also frequently use the estimate, \(|e| \leq C h^{d-1}\) which arises as a consequence of our assumptions.

Define the broken spaces for any integer \(r > 0\),

\[
D_r(\mathcal{E}_h) = \{ v \in L^2(\Omega) : v|_E \in \mathbb{P}_r(E) \quad \forall E \in \mathcal{E}_h \}, \\
D_r(\mathcal{E}_h) = D_r(\mathcal{E}_h)^d, \\
H^n(\mathcal{E}_h) = \{ v \in L^2(\Omega) : v|_E \in H^n(E) \quad \forall E \in \mathcal{E}_h \}.
\]

For these finite element spaces we have the following interpolation-error estimates. If \(v \in H^n(\mathcal{E}_h) \cap C(\Omega)\) and \(\mu = \min\{r+1,n\}\) then there is an interpolant \(\hat{v} \in D_r(\mathcal{E}_h) \cap C(\Omega)\) such that for each \(E \in \mathcal{E}_h\),

\[
\|v - \hat{v}\|_{m,E} \leq C h^{\mu-m}\|v\|_{n,E} \quad \text{for } n \geq m \geq 0, \\
\|v - \hat{v}\|_{m,\gamma} \leq C h^{\mu-m-1/2}\|v\|_{n,E} \quad \text{for } m = 0, 1 \text{ and } n \geq m,
\]

where \(\gamma \subset \partial E\).

Define the bilinear forms

\[
J_0^{\delta,\beta}(w, v) = \sum_{e \in \Gamma_h} \frac{\delta}{|e|} \int_e \int [w][v] \quad \text{for } \beta \geq (d-1)^{-1}, \\
A(w, v) = \sum_E \int_E D\nabla w \cdot \nabla v + \int_{\Gamma_h} \int_e \int \{D\nabla w \cdot \mathbf{n}_e\}[v] \\
+ \kappa \sum_{e \in \Gamma_h} \int_e \{D\nabla v \cdot \mathbf{n}_e\}[w].
\]

Here \(\kappa\) is a switch: we set \(\kappa = 1\) to obtain the non-symmetric DG scheme, and \(\kappa = -1\) to obtain the symmetric scheme. Following from these definitions are the norm and semi-norm,

\[
\|v\|_A := \left(\|v\|_E^2 + J_0^{\delta,\beta}(v, v)\right)^{1/2} \quad \text{and} \quad |v|_E := \left(\sum_{E \in \mathcal{E}_h} \int_E D\nabla v \cdot \nabla v \, dE\right)^{1/2}.
\]

We note that if \(u(t) \in C(\Omega)\) for each \(t\) then,

\[
(u_t(t), v) + A(u(t), v) = L(t; v) - \sum_E (K\sigma(t), \nabla v)_E \\
+ \sum_{e \in \Gamma_h} \int_e \{K\sigma(t) \cdot \mathbf{n}_e\}[v] \quad \forall v \in D_r(\mathcal{E}_h), \quad (18)
\]

and

\[
(\sigma_t(t) + \gamma(u)\sigma(t), w) = \sum_E (\mu \nabla u(t), w)_E \quad \forall w \in D_{r-1}(\mathcal{E}_h).
\]

The first of these arises by element-wise partial integration and ‘adding zero’ (see e.g. [13]).
To construct a fully discrete approximation we set $k = T/N$, for some $N \in \mathbb{N}$, and write $t_i = ik$. To ease notation we define,

$$\partial_t w_i := \frac{w(t_i) - w(t_{i-1})}{k} \quad \text{and} \quad \bar{w}_i := \frac{w(t_i) + w(t_{i-1})}{2}.$$ 

The fully discrete approximations, $u^h$ and $\sigma^h$, to $u$ and $\sigma$ are continuous and piecewise linear in time, and discontinuous in space. We set $u^h_i := u^h(t_i)$ and $\sigma^h_i := \sigma^h(t_i)$.

An issue is how to handle the nonlinearity, $\gamma(u)$, in the numerical scheme. We offer two possibilities by approximating $\gamma(u)|_{(t_{i-1}, t_i)}$ by $\gamma(B_{i,n}u^h)$, for $n = 1$ or 2, where, 

$$B_{i,1}u^h := \bar{u}^h_i \quad \text{and} \quad B_{i,2}u^h := E_i u^h,$$

with $E_i$ an extrapolation operator defined by, 

$$E_i u^h := \begin{cases} u^h_0 & \text{for } i = 1; \\ \frac{3}{2}u^h_{i-1} - \frac{1}{2}u^h_{i-2} & \text{for } i = 2, \ldots, N. \end{cases}$$

In the first case we approximate $\gamma(u)|_{(t_{i-1}, t_i)}$ by taking the true average, $\bar{u}^h_i$, of the discrete solution. This will result in a nonlinear system to be solved at each time level. To linearise this system, the second method linearly extrapolates to the average based on the two previous solutions. This is not possible at the first time step and so this first step will require special treatment in the error estimation.

The fully discrete approximations (i.e. for $n = 1$ or 2) are then defined to be: for each $i = 1, 2, \ldots, N$, find a pair $(w^h_i, \sigma^h_i) \in D_r(\mathcal{E}_h) \times \mathcal{D}_{r-1}(\mathcal{E}_h)$ such that,

$$\begin{aligned}
(\partial_t u^h_i, v) + A(\bar{u}^h_i, v) &= L_i(v) - \sum_E (K \sigma^h_i, \nabla v)_E \\
&\quad \quad + \sum_{e \in \Gamma_h \cup \Gamma_D} \int_e \{K \sigma^h_i \cdot n_e\}[v] \quad \forall v \in D_r(\mathcal{E}_h),
\end{aligned} \tag{20}$$

and

$$\begin{aligned}
(\partial_t \sigma^h_i + \gamma(B_{i,n}u^h)\sigma^h_i, w) &= \sum_E (\mu \nabla \bar{u}^h_i, w)_E \quad \forall w \in \mathcal{D}_{r-1}(\mathcal{E}_h),
\end{aligned} \tag{21}$$

where,

$$L_i(v) := \frac{1}{2} \left( L(t_i; v) + L(t_{i-1}; v) \right),$$

and the discrete initial data are given by,

$$(u^h_0, v) = (\bar{u}, v) \quad \forall v \in D_r(\mathcal{E}_h),$$

$$(\sigma^h_0, w) = (\bar{\sigma}, w) \quad \forall w \in D_{r-1}(\mathcal{E}_h).$$

We will need the following estimates.

**Lemma 2.1** We have,

$$\|v\|_0 \leq C_f \|v\|_A \quad \forall v \in H^1(\mathcal{E}_h), \tag{22}$$

and

$$\|v\|_{0, \Gamma_N} \leq C_g h^{-1/2} \|v\|_A \quad \forall v \in D_r(\mathcal{E}_h),$$

for constants $C_f$ and $C_g$, independent of $h$. 
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Proof. For the first inequality we refer to [7, Lemma 6.2], and for the second inequality we use the first one with Sobolev interpolation to get,

\[ \|v\|_{0,\Gamma_N}^2 = \sum_{e \in \Gamma_N} \|v\|_{0,e}^2 \leq C \sum_{E} h^{-1} \|v\|_{0,E} \|\nabla v\|_{0,E} \leq C h^{-1} (C_f^2 + D^{-1}) \|v\|_{A}^2. \]

This completes the proof. \( \square \)

We now give a stability estimate for this discrete approximation and note that Gronwall’s lemma is not used. We also note that the ‘\( h^{-1} \)’ factor appearing in front of the boundary term is a weakness in the proof and is not observed in computations. It appears that the removal of this factor is an open problem (although see Remark 3.6 later).

**Theorem 2.2 (discrete basic stability)** If \( \beta \geq (d-1)^{-1} \) and \( h \leq \bar{h} \) we have for \( m = 1, 2, \ldots, N \)

\[ \|u_m^h\|_{0}^2 + \frac{K}{\mu} \|\sigma^h_m\|_{0}^2 + C^* k \sum_{i=1}^{m} (\|\tilde{u}^h_i\|_{A}^2 + 2K \|\tilde{\sigma}^h_i\|_{0}^2) \]

\[ \leq \|\tilde{u}^h_0\|_{0}^2 + \frac{K}{\mu} \|\tilde{\sigma}^h_0\|_{0}^2 + 6k \sum_{i=1}^{m} (C_f^2 \|f^h_i\|_{0}^2 + C_f^2 h^{-1} \|\tilde{g}_i\|_{0,\Gamma_N}^2), \]

provided that,

\[ \delta \geq 3C\bar{h}^{(d-1)\beta-1} \max \left\{ \frac{4D}{1 - C^*}, \frac{\mu K}{2\gamma_G - 2\mu C^*} \right\}, \]

where: \( C^* \leq \min \{1, \gamma_G / \mu\} \) is some chosen positive constant; \( C \) is independent of \( h \); and, \( C_f \) and \( C_g \) are those in Lemma 2.1.

**Proof.** Choose \( v = \tilde{u}^h_0 \) in (20) and \( w = (K/\mu)\tilde{\sigma}^h_0 \) in (21) and note that,

\[ ((\partial_t u^h_i, \tilde{u}^h_i)) = \frac{1}{2k} \|u^h_i\|_{0}^2 - \frac{1}{2k} \|u^h_{i-1}\|_{0}^2, \]

\[ ((\partial_t \sigma^h_i, \tilde{\sigma}^h_i)) = \frac{1}{2k} \|\sigma^h_i\|_{0}^2 - \frac{1}{2k} \|\sigma^h_{i-1}\|_{0}^2, \]

\[ A(\tilde{u}^h_i, \tilde{u}^h_i) = \sum_{E} (D \nabla \tilde{u}^h_i, \nabla \tilde{u}^h_i)_E + J^0_{\partial E} (\tilde{u}^h_i, \tilde{u}^h_i) + (\kappa - 1) \sum_{e \in \Gamma_D \cup \Gamma_D} \int_{e} \{ D \nabla \tilde{u}^h_i \cdot n_e \}[\tilde{u}^h_i]. \]

Adding the two resulting equations then gives,

\[ \frac{1}{2k} \|u^h_i\|_{0}^2 - \frac{1}{2k} \|u^h_{i-1}\|_{0}^2 + \frac{K}{2k\mu} \|\sigma^h_i\|_{0}^2 - \frac{K}{2k\mu} \|\sigma^h_{i-1}\|_{0}^2 + \|\tilde{u}^h_i\|_{A}^2 + \frac{K}{\mu} (\gamma (B_{i,n} u^h) \tilde{\sigma}^h_i, \tilde{\sigma}^h_i) \]

\[ = L_i(\tilde{u}^h_i) - (\kappa - 1) \sum_{e \in \Gamma_D \cup \Gamma_D} \int_{e} \{ D \nabla \tilde{u}^h_i \cdot n_e \}[\tilde{u}^h_i] + \sum_{e \in \Gamma_D \cup \Gamma_D} \int_{e} \{ K \tilde{\sigma}^h_i \cdot n_e \}[\tilde{u}^h_i], \]

and summing over \( i = 1, \ldots, m \) and multiplying by \( 2k \) yields,

\[ \|u^h_m\|_{0}^2 + \frac{K}{\mu} \|\sigma^h_m\|_{0}^2 + 2k \sum_{i=1}^{m} \|\tilde{u}^h_i\|_{A}^2 + 2k \sum_{i=1}^{m} \frac{K}{\mu} (\gamma (B_{i,n} u^h) \tilde{\sigma}^h_i, \tilde{\sigma}^h_i) \]

\[ = \|u^h_0\|_{0}^2 + \frac{K}{\mu} \|\sigma^h_0\|_{0}^2 + 2k \sum_{i=1}^{m} L_i(\tilde{u}^h_i) + I + II, \]
where,

\[
I = 2k \sum_{i=1}^{m} \sum_{e \in \Gamma_h \cup \Gamma_D} \int_e \{ K \bar{\sigma}^h_i \cdot n_e \} [\bar{u}^h_i],
\]

\[
II = 2k \sum_{i=1}^{m} (1 - \kappa) \sum_{e \in \Gamma_h \cup \Gamma_D} \int_e \{ D \nabla \bar{u}^h_i \cdot n_e \} [\bar{u}^h_i].
\]

Now, using \( \| \bar{\sigma}^h_i \cdot n_e \|_{0, \partial E} \leq C h^{-1/2} \| \bar{\sigma}^h_i \|_{0, E} \), for \( I \) we have,

\[
|I| \leq 2k \sum_{i=1}^{m} \sum_{e \in \Gamma_h \cup \Gamma_D} K \| \{ \bar{\sigma}^h_i \cdot n_e \} \|_{0,e} \| [\bar{u}^h_i] \|_{0,e},
\]

\[
\leq 2\epsilon_k \sum_{i=1}^{m} \sum_{e \in \Gamma_h \cup \Gamma_D} \frac{K^2 \left( \frac{|e|^\beta}{\delta} \right) \| \{ \bar{\sigma}^h_i \cdot n_e \} \|_{0,e}}{2 \epsilon_k} + \frac{k}{2 \epsilon_k} \sum_{i=1}^{m} \sum_{e \in \Gamma_h \cup \Gamma_D} \left( \frac{\delta}{|e|^\beta} \right) \| [\bar{u}^h_i] \|_{0,e}^2,
\]

\[
\leq 2\epsilon_k \sum_{i=1}^{m} \sum_{e \in \Gamma_h \cup \Gamma_D} \frac{K^2 h^{(d-1)\beta-1}}{\delta} \| \bar{\sigma}^h_i \|_{0}^2 + \frac{k}{2 \epsilon_k} \sum_{i=1}^{m} J_0^\delta (\bar{u}^h_i, \bar{u}^h_i).
\]

Similarly, since \( |\kappa - 1| \leq 2 \),

\[
|II| \leq 4k \sum_{i=1}^{m} \sum_{e \in \Gamma_h \cup \Gamma_D} \frac{DCH_\delta (d-1)^{\beta-1}}{\delta} \| D^{1/2} \nabla \bar{u}^h_i \|_{0,E}^2 + \frac{k}{2 \epsilon_2} \sum_{i=1}^{m} J_0^\delta (\bar{u}^h_i, \bar{u}^h_i).
\]

With these we arrive at,

\[
\| u^h_m \|_0^2 + \frac{K}{\mu} \| \bar{\sigma}_m^h \|_0^2 + \left( 2 - \frac{1}{2\epsilon_1} - \frac{2\epsilon_2}{\epsilon_2} \right) k \sum_{i=1}^{m} \| \bar{u}^h_i \|_A^2 + 2k \sum_{i=1}^{m} \frac{K}{\mu} (\gamma(B_i, u^h_i) \bar{\sigma}^h_i, \bar{\sigma}^h_i)
\]

\[
\leq \| u^h_0 \|_0^2 + \frac{K}{\mu} \| \bar{\sigma}_0^h \|_0^2 + 2k \sum_{i=1}^{m} L_i(\bar{u}^h_i) + 2k \sum_{i=1}^{m} \frac{C h^{(d-1)\beta-1}}{\delta} \left( K^2 \epsilon_{k} \| \bar{\sigma}^h_i \|_{0}^2 + D \epsilon_2 \| \bar{u}^h_i \|_A^2 \right).
\]

Now, using Lemma 2.1,

\[
2k \left| \sum_{i=1}^{m} L_i(\bar{u}^h_i) \right| = k \left| \sum_{i=1}^{m} \left( L(t_i; \bar{u}^h_i) + L(t_{i-1}; \bar{u}^h_i) \right) \right|,
\]

\[
= k \left| \sum_{i=1}^{m} \left( (f(t_i), \bar{u}^h_i) + (f(t_{i-1}), \bar{u}^h_i) + (g(t_i), \bar{u}^h_i)_{\Gamma_N} + (g(t_{i-1}), \bar{u}^h_i)_{\Gamma_N} \right) \right|,
\]

\[
= 2k \left| \sum_{i=1}^{m} \left( (\bar{f}, \bar{u}^h_i) + (\bar{g}, \bar{u}^h_i)_{\Gamma_N} \right) \right|,
\]

\[
\leq 2k \sum_{i=1}^{m} C_f \| \bar{f} \|_0 \| \bar{u}^h_i \|_A + 2k \sum_{i=1}^{m} C_g h^{-1/2} \| \bar{g} \|_{0, \Gamma_N} \| \bar{u}^h_i \|_A,
\]

\[
\leq \epsilon_3 k \sum_{i=1}^{m} C_f^2 \| \bar{f} \|_0^2 + \epsilon_3 k \sum_{i=1}^{m} C_g h^{-1} \| \bar{g} \|_{0, \Gamma_N}^2 + \frac{2k}{\epsilon_3} \sum_{i=1}^{m} \| \bar{u}^h_i \|_A^2.
\]
With this and (6), we now have,
\[
\|u_{m+\frac{1}{2}}\|_0^2 + \frac{K}{\mu} \|\sigma_m\|_0^2 + \left( 2 - \frac{1}{2\epsilon_1} - \frac{2}{\epsilon_2} - \frac{2}{\epsilon_3} \right) k \sum_{i=1}^{m} \|\tilde{u}_i\|_A^2 + 2k \sum_{i=1}^{m} \frac{K\gamma_f}{\mu} \|\sigma_i\|_0^2
\]
\[
\leq \|u_0\|_0^2 + \frac{3K\gamma_f}{\mu} \|\sigma_0\|_0^2 + \epsilon_2 k \sum_{i=1}^{m} \left( C_f^2 \|\tilde{f}_i\|_0^2 + C_g h^{-1} \|\tilde{g}_i\|_{0,\Gamma_N}^2 \right)
\]
\[
+ 2k \sum_{i=1}^{m} \frac{C_h^{(d-1)\beta-1}}{\delta} \left( \bar{K}^2 \epsilon_1 \|\sigma_i\|_0^2 + D\epsilon_2 \|\tilde{u}_i\|_A^2 \right).
\]

Setting \(\epsilon_2 = \epsilon_3 = 6\) and \(\epsilon_1 = \frac{3}{2}\) means that we can write this as,
\[
\|u_0\|_0^2 + \frac{K}{\mu} \|\sigma_0\|_0^2 + \left( 1 - \frac{12DC\bar{K}^{(d-1)\beta-1}}{\delta} \right) k \sum_{i=1}^{m} \|\tilde{u}_i\|_A^2
\]
\[
+ \left( \frac{\gamma_f}{\mu} - \frac{3K\gamma_f}{\mu} \frac{2\delta}{\bar{K}^{(d-1)\beta-1}} \right) 2k \sum_{i=1}^{m} \|\sigma_i\|_0^2
\]
\[
\leq \|u_0\|_0^2 + \frac{K}{\mu} \|\sigma_0\|_0^2 + 6k \sum_{i=1}^{m} \left( C_f^2 \|\tilde{f}_i\|_0^2 + C_g h^{-1} \|\tilde{g}_i\|_{0,\Gamma_N}^2 \right),
\]

and choosing some positive constant \(C^* < \min\{1, \gamma_f/\mu\}\), and requiring that
\[
\delta \geq 3\bar{K}^{(d-1)\beta-1} \max \left\{ \frac{4D}{1-C^*}, \frac{\mu K}{2\gamma_f - 2\mu C^*} \right\},
\]
we arrive at the theorem. \(\Box\)

Since this is a finite dimensional problem, we can infer existence from uniqueness in the linear case where \(n = 2\). Since this is the more practical of the two algorithms we are content with this.

**Theorem 2.3 (discrete existence and uniqueness)** Under the conditions of Theorem 2.2, the discrete solution exists for \(n = 2\) and is unique.

**Remark 2.4** The condition that \(\delta \) ‘be large enough’ in Theorem 2.2 can be removed in the non-symmetric case, \(\kappa = 1\), by requiring a small enough time step, \(k\). To see this note that the term II in the proof vanishes and that the second term in the bound for I can be moved to the left with an appropriate choice of \(\epsilon_1\). After applying the triangle inequality to \(\|\sigma_i\|_0^2\), the term \(\|\sigma_0\|_0^2\) can also be moved to the left if \(k\) is small enough, and the remaining terms are bounded by a discrete Gronwall inequality.

### 3 Error estimate

In this section we derive error estimates for our schemes encompassing the cases \(\kappa = \pm 1\) and \(n = 1\) or 2. First we need some standard Taylor’s series estimates, and it is convenient to define,
\[
\Delta_i v := \frac{v(t_i) + v(t_{i-1})}{2} - \frac{v(t_i) - v(t_{i-1})}{k},
\]
which we recognise as (the negative of) the error in the trapezium rule.
Lemma 3.1 (Taylor estimates) Whenever \( v \) has the indicated regularity we have positive constants, \( C \), independent of \( h \) and \( k \) such that,

\[
\|v(t_{i-1}/2) - \bar{v}_i\|_0 \leq CK^{3/2}\|v_{tt}\|_{L_2(t_{i-1},t_i;L_2(\Omega))},
\]

\[
\|v(k/2) - v(0)\|_0 \leq CK\|v_t\|_{L_\infty(0,k/2;L_2(\Omega))},
\]

\[
\left\|v(t_{i-1}/2) - \frac{3v(t_{i-1}) - v(t_{i-2})}{2}\right\|_0 \leq CK^{3/2}\|v_{tt}\|_{L_2(t_{i-2},t_{i-1}/2;L_2(\Omega))},
\]

\[
\|v_i(t_{i-1}/2) - \partial_tv_i\|_0 \leq CK^{3/2}\|v_{tt}\|_{L_2(t_{i-1},t_i;L_2(\Omega))},
\]

and,

\[
\|\Delta_i v\|_0 \leq CK^{3/2}\|v_{tt}\|_{L_2(t_{i-1},t_i;L_2(\Omega))},
\]

from the Peano kernel theorem applied to the trapezoidal rule for numerical integration.

We define,

\[
\chi_i := u_i^h - u^*(t_i),
\]

\[
\xi(t_i) := u(t_i) - u^*(t_i),
\]

\[
\eta_i := \sigma_i^h - \sigma^*(t_i),
\]

\[
\theta(t_i) := \sigma_i - \sigma^*(t_i),
\]

where \( \sigma^* \in \mathcal{D}_{r-1}(\mathcal{E}_h) \) is the nodal interpolant to \( \sigma \), and \( u^* \in \mathcal{D}_r(\mathcal{E}_h) \) is the elliptic projection of \( u \) defined by,

\[
A(u^*, v) = A(u, v) \quad \forall v \in \mathcal{D}_r(\mathcal{E}_h).
\]

Proposition 3.2 (estimates for the elliptic projection) If \( u \in C(\bar{\Omega}) \) and \( u^* \in \mathcal{D}_r(\mathcal{E}_h) \) is defined through (28) for \( \kappa = \pm 1 \), we have for \( m = 0, 1, 2, \ldots \) and \( t \geq 0 \) that,

\[
\left\|\frac{\partial^m}{\partial t^m} \left(u(t) - u^*(t)\right)\right\|_A \leq Ch^s \left\|\frac{\partial^m u}{\partial t^m}(t)\right\|_{s+1},
\]

\[
\left\|\frac{\partial^m}{\partial t^m} \left(u(t) - u^*(t)\right)\right\|_0 \leq Ch^s \left\|\frac{\partial^m u}{\partial t^m}(t)\right\|_{s+1},
\]

\[
\left\|\frac{\partial^m u^*}{\partial t^m}(t)\right\|_A \leq C \left\|\frac{\partial^m u}{\partial t^m}(t)\right\|_2,
\]

whenever \( \partial^m u(t)/\partial t^m \in H^{s+1}(\Omega) \) and \( 1 \leq s \leq r \).

When \( m = 0 \) the proof of (29) is given in [13] (the ‘NIPG’ scheme) for the non-symmetric case, \( \kappa = 1 \), and can be readily established for \( \kappa = -1 \) by similar arguments. The non-optimal (30) then follows from (29) and (22) (an optimal \( L_2 \) estimate is also given in [13], but we don’t need it here). The stability estimate, (31), follows from,

\[
\|u^*(t)\|_A \leq \|u(t) - u^*(t)\|_A + \|u(t)\|_A,
\]

along with (29) (with \( s = 1 \)) and the fact that \( |u(t)| = 0 \). The estimates then follow for \( m \geq 1 \) by differentiating (28).

For use later, we note also that,

\[
\|\sigma^*(t)\|_{L_\infty(\Omega)} \leq C\|\sigma(t)\|_{L_\infty(\Omega)}.
\]
Lemma 3.3 (nonlinearity error) For $n = 1$ or $2$ we have,

$$
\left| \left( (\gamma(u)\sigma_i(t)) - \gamma(B_{i,n}u^h)\sigma^*_i, \tilde{\eta}_i \right) \right| \leq \frac{C h^{2r}}{\epsilon} \left( \| \sigma \|_{L^2_\infty(0,T;H^r(\Omega))}^2 + \| \sigma \|_{L^2_\infty(0,T;L^2_\infty(\Omega))}^2 \right) \| u \|_{L^2_\infty(0,T;H^r+1(\Omega))}^2 \\
+ \frac{C k^3}{\epsilon} \left( \| (\gamma(u)\sigma)_{tt} \|_{L^2_2(t_{i-1},t_i;L^2_2(\Omega))}^2 + \| \sigma_{tt} \|_{L^2_2(t_{i-1},t_i;L^2_2(\Omega))}^2 \right) \\
+ \frac{C}{\epsilon} \| \sigma \|_{L^2_\infty(0,T;L^2_\infty(\Omega))}^2 \| \chi_{i-1} \|_0^2 \right)
$$

for a constant $C$ independent of $h, k$ and $\epsilon$ and for all $\epsilon > 0$.

Proof. We have, from (23)

$$
\left| \left( (\gamma(u)\sigma_i(t)) - \gamma(B_{i,n}u^h)\sigma^*_i, \tilde{\eta}_i \right) \right| \leq \| \tilde{\eta}_i \|_0 \left( \| (\gamma(u)\sigma)(t) - \gamma(u(t_{i-1}/2))\sigma(t_{i-1}/2) \|_0 \\
+ \| (\gamma(u(t_{i-1}/2))\sigma(t_{i-1}/2) - \gamma(B_{i,n}u^h)\sigma^*_i) \|_0 \right),
$$

$$
\leq C k^{3/2} \left( \| (\gamma(u)\sigma)_{tt} \|_{L^2_2(t_{i-1},t_i;L^2_2(\Omega))} \| \tilde{\eta}_i \|_0 \\
+ \| \tilde{\eta}_i \|_0 \left( \| (\gamma(u(t_{i-1}/2))\sigma(t_{i-1}/2) - \sigma^*_i) \|_0 \\
+ \| (\gamma(u(t_{i-1}/2)) - \gamma(B_{i,n}u^h)) \|_0 \| \sigma^*_i \|_{L^\infty(\Omega)} \right) \right),
$$

$$
\leq C k^{3/2} \left( \| (\gamma(u)\sigma)_{tt} \|_{L^2_2(t_{i-1},t_i;L^2_2(\Omega))} \| \tilde{\eta}_i \|_0 \\
+ \gamma R \| \tilde{\eta}_i \|_0 \left( \| \sigma(t_{i-1}/2) - \sigma^*_i \|_0 + \| \sigma^*_i - \sigma^*_j \|_0 \right) \\
+ C \| \tilde{\eta}_i \|_0 \| \sigma^*_i \|_{L^\infty(\Omega)} \| u(t_{i-1}/2) - B_{i,n}u^h \|_0,\right.
$$

where we observed, using (8), that,

$$
\| (\gamma(u(t_{i-1}/2)) - \gamma(B_{i,n}u^h) \|_0 = \left\| \int_0^1 \gamma'((su(t_{i-1}/2) + (1-s)B_{i,n}u^h) ds (u(t_{i-1}/2) - B_{i,n}u^h) \right\|_0 \\
\leq C \| u(t_{i-1}/2) - B_{i,n}u^h \|_0.
$$

Using Lemma 3.1, (16) and (32) we therefore arrive at,

$$
\left| \left( (\gamma(u)\sigma(t)) - \gamma(B_{i,n}u^h)\sigma^*_i, \tilde{\eta}_i \right) \right| \leq C k^{3/2} \left( \| (\gamma(u)\sigma)_{tt} \|_{L^2_2(t_{i-1},t_i;L^2_2(\Omega))} \| \tilde{\eta}_i \|_0 \\
+ \gamma R \| \tilde{\eta}_i \|_0 \left( C k^{3/2} \| \sigma_{tt} \|_{L^2_2(t_{i-1},t_i;L^2_2(\Omega))} + C h^r \| \sigma \|_{L^\infty(0,T;H^r(\Omega))} \right) \\
+ C \| \tilde{\eta}_i \|_0 \| \sigma \|_{L^\infty(0,T;L^\infty(\Omega))} \| u(t_{i-1}/2) - B_{i,n}u^h \|_0.
$$

Now, using Proposition 3.2,

$$
\| u(t_{i-1}/2) - B_{i,n}u^h \|_0 \leq \| u(t_{i-1}/2) - u^*(t_{i-1}/2) \|_0 + \| u^*(u_{i-1}/2) - B_{i,n}u^* \|_0 \\
+ \| B_{i,n}u^* - B_{i,n}u^h \|_0,
$$

$$
\leq C h^r \| u \|_{L^\infty(0,T;H^r+1(\Omega))} + \| u^*(u_{i-1}/2) - B_{i,n}u^* \|_0 + \| B_{i,n}u^* \|_0.
$$
and this is as far as we can get without distinguishing between \( n = 1 \) and \( n = 2 \).

So, firstly, for \( n = 1 \) we have,
\[
\|u(t_{i-1}/2) - B_{i,1}u^h\|_0 \leq C h^r \|u\|_{L_\infty(0,T;H^{r+1}(\Omega))} + C k^{3/2} \|u_t\|_{L_2(t_{i-1},t_i;H^2(\Omega))} + \frac{1}{2} \|\chi_i\|_0 + \frac{1}{2} \|\chi_{i-1}\|_0,
\]
where we used Lemma 3.1 and (30) with \( m = 0 \).

Secondly, using (24), in the case \( n = 2 \) we have when \( i = 1 \) that,
\[
\|u(t_{i-1}/2) - B_{i,2}u^h\|_0 \leq C h^r \|u\|_{L_\infty(0,T;H^{r+1}(\Omega))} + C k \|u_t\|_{L_\infty(0,k/2;H^2(\Omega))} + \|\chi_0\|_0,
\]
while if \( i > 1 \), with (25)
\[
\|u(t_{i-1}/2) - B_{i,2}u^h\|_0 \leq C h^r \|u\|_{L_\infty(0,T;H^{r+1}(\Omega))} + C k^{3/2} \|u_t\|_{L_2(t_{i-2},t_{i-1/2};H^2(\Omega))} + \frac{3}{2} \|\chi_{i-1}\|_0 + \frac{1}{2} \|\chi_{i-2}\|_0.
\]

Assembling these estimates then gives,
\[
\left|\left(\gamma(u)\sigma\right)_{i-1} - \gamma(B_{i,n}u^h)\sigma_{i-1} \bar{\eta}_i\right| \leq C k^{3/2} \left(\|\gamma(u)\sigma\|_{L_2(t_{i-1},t_i;L_2(\Omega))} + \gamma_R \|\sigma\|_{L_2(t_{i-1},t_i;L_2(\Omega))}\right) \|\bar{\eta}_i\|_0
+ C h^r \left(\|\sigma\|_{L_\infty(0,T;L_\infty(\Omega))}\|u\|_{L_\infty(0,T;H^{r+1}(\Omega))} + \gamma_R \|\sigma\|_{L_\infty(0,T;H^1(\Omega))}\right) \|\bar{\eta}_i\|_0
+ \|\bar{\eta}_i\|_0 \|\sigma\|_{L_\infty(0,T;L_\infty(\Omega))} \times \left\{\begin{array}{ll}
C k \|u_t\|_{L_\infty(0,k/2;H^2(\Omega))} + \|\chi_0\|_0, & \text{for } n = 1, \ i \geq 1; \\
C k^{3/2} \|u_t\|_{L_2(t_{i-2},t_{i-1/2};H^2(\Omega))} + \frac{3}{2} \|\chi_{i-1}\|_0 + \frac{1}{2} \|\chi_{i-2}\|_0, & \text{for } n = 2, \ i > 1.
\end{array}\right.\]

Several applications of Young’s inequality then completes the proof. □

Before giving the error estimate we recall, from e.g. [1, Theorem 4.12], that if \( \Omega \subset \mathbb{R}^d \), for \( d = 2 \) or \( 3 \), satisfies a cone condition then \( \|v\|_{L_\infty(\Omega)} \leq C \|v\|_m \) for \( m > d/2 \). Moreover,
\[
H^1(\Omega) \hookrightarrow L_q(\Omega) \quad \text{for} \quad \begin{cases} 2 \leq q < \infty & \text{if } d = 2; \\ 2 \leq q \leq 6 & \text{if } d = 3,
\end{cases} \tag{33}
\]
and then \( \|v\|_{L_q(\Omega)} \leq C \|v\|_1 \) for all \( v \in H^1(\Omega) \). Also, if \((X, \|\cdot\|_X)\) is a Banach space then, for \( v: I \rightarrow X \), we have,
\[
\|v\|_{L_p(0,\tau;X)} \leq C(\tau) \left(\|v(0)\|_X + \|v_t\|_{L_\infty(0,\tau;X)}\right) \quad \forall \tau \in I \tag{34}
\]
and for \( 1 \leq p \leq \infty \).

Now we can state the error estimate. The regularity requirements stated in this are given simply as they appear in the proof and in Lemma 3.3. We return to this point later.

**Theorem 3.4 (error estimate)** Let \( \hat{k} \leq \text{diam}(\Omega) \) and \( \hat{\kappa} \leq T \) be positive constants and for \( r \geq 1 \) assume that, \( \hat{\sigma} \in H^{r+1}(\Omega) \), \( \hat{\sigma} \in H^1(\Omega) \),

12
\[ \bullet u \in W^1_\infty(I; H^{r+1}(\Omega)) \cap H^2(I; H^2(\Omega)) \cap H^3(I; L_2(\Omega)), \]
\[ \bullet \sigma \in L_\infty(I; L_\infty(\Omega)) \cap W^1_\infty(I; H^r(\Omega)) \cap H^3(I; L_2(\Omega)), \]
\[ \bullet (\gamma(u)\sigma)_{it} \in L_2(I; L_2(\Omega)), \]

then for \( \beta \geq (d-1)^{-1}, h \leq \tilde{h}, \tilde{h}^{(d-1)\beta-1}/\delta \) small enough (for \( n = 1 \) and 2) and \( k \leq \tilde{k} \), where \( \tilde{k} \) is small enough (for \( n = 1 \) only), we have a positive constant, \( C \), independent of \( h \) and \( k \) such that,

\[ \|u(t_m) - u_m^h\|_0 + \|\sigma(t_m) - \sigma^h_m\|_0 + k \sum_{i=1}^m \left( \|\bar{u}_i^h - \bar{u}_i\|_A^2 + \|\bar{\sigma}_i - \bar{\sigma}_i^h\|_0^2 \right)^{1/2} \leq C(h^r + k^2) \]

for each \( m = 1, \ldots, N \).

**Proof.** We average (18) between \( t_i \) and \( t_{i-1} \) and subtract it from (20), and do the same with (19) and (21). Adding the results of these then gives an error equation,

\[ \left( \partial_t \chi_i, v \right) + \left( \partial_t \eta_i, w \right) + A(\chi_i, v) = 0 \]

\[ \quad - \sum_{E} (K\bar{\eta}_i, \nabla v)_E + \sum_{E} (K\bar{\theta}_i, \nabla v)_E \]

\[ \quad + \sum_{E} (\mu \nabla \chi_i, w)_E - \sum_{E} (\mu \nabla \chi_i, w)_E \]

\[ \quad + \sum_{e \in \Gamma_h \cup \Gamma_D} \int_e \{K\bar{\eta}_i \cdot n_e\}[v] - \sum_{e \in \Gamma_h \cup \Gamma_D} \int_e \{K\bar{\theta}_i \cdot n_e\}[v] \]

\[ \quad + (\gamma(u)\sigma(t_i) - \gamma(B_{i,n}u^h)\sigma^h_i, w) \quad \forall v \in \mathcal{D}_r(\mathcal{E}_h) \text{ and } \forall w \in \mathcal{D}_{r-1}(\mathcal{E}_h). \]

We now choose \( v = \chi_i \) and \( w = (K/\mu)\bar{\eta}_i \), multiply by \( 2k \) and sum over \( i = 1, \ldots, m \leq N \) to get,

\[ \|\chi_m\|_0^2 + \frac{K}{\mu} \|\eta_m\|_0^2 + 2k \sum_{i=1}^m \|\bar{\chi}_i\|_A^2 + 2k \sum_{i=1}^m \frac{K}{\mu} (\gamma(B_{i,n}u^h)\bar{\eta}_i, \bar{\eta}_i) \]

\[ = \|\chi_0\|_0^2 + \frac{K}{\mu} \|\eta_0\|_0^2 + 2k \sum_{i=1}^m (\Delta_i u, \bar{\chi}_i) + 2k \sum_{i=1}^m \frac{K}{\mu} (\Delta_i \sigma, \bar{\eta}_i) \]

\[ + 2k \sum_{i=1}^m (\partial_t \xi_i, \bar{\chi}_i) + 2k \sum_{i=1}^m A(\bar{\xi}_i, \bar{\chi}_i) + \frac{2Kk}{\mu} \sum_{i=1}^m (\partial_t \theta_i, \bar{\eta}_i) \]

\[ + 2k \sum_{i=1}^m (K\bar{\theta}_i, \nabla \bar{\chi}_i)_E - 2k \sum_{i=1}^m (K\nabla \bar{\xi}_i, \bar{\eta}_i)_E \]

\[ + 2k \sum_{i=1}^m (1 - \kappa) \sum_{e \in \Gamma_h \cup \Gamma_D} \int_e \{D\nabla \bar{\chi}_i \cdot n_e\][\bar{\chi}_i] \]

\[ + 2k \sum_{i=1}^m \sum_{e \in \Gamma_h \cup \Gamma_D} \int_e \{K\bar{\eta}_i \cdot n_e\}[\bar{\chi}_i] - 2k \sum_{i=1}^m \sum_{e \in \Gamma_h \cup \Gamma_D} \int_e \{K\bar{\theta}_i \cdot n_e\}[\bar{\chi}_i] \]

\[ + \frac{2Kk}{\mu} \sum_{i=1}^m (\gamma(u)\sigma(t_i) - \gamma(B_{i,n}u^h)\sigma^h_i, \bar{\eta}_i), \]

\[ = T_1 + \cdots + T_{13}. \]

We now take each term in turn. By the \( L_2(\Omega) \) projection we have, \( (\chi_0, v) = (\xi(0), v) \) for all \( v \in \mathcal{D}_r(\mathcal{E}_h) \), which, from (30), results in,

\[ \|T_1\| = \|\chi_0\|_0^2 \leq \|\xi(0)\|_0^2 \leq C h^{2r} \|\bar{u}\|_{r+1}^2. \]
Similarly, we have \((\eta_0, w) = (\theta(0), w)\) for all \(w \in \mathcal{D}_{r-1}(\mathcal{E}_h)\) and, from (16), this gives,
\[
|T_2| = \|\eta_0\|_0^2 \leq \|\theta(0)\|_0^2 \leq C h^{2r} \|\sigma\|_r^2.
\]

For \(T_3\) and \(T_4\) we appeal to Lemma 3.1 and (22) to get,
\[
|T_3| \leq \frac{C k}{\varepsilon_3} \sum_{i=1}^m \|\Delta_i u\|_0^2 + \varepsilon_3 k \sum_{i=1}^m \|\tilde{\chi}_i\|^2_A \leq \frac{C k^4}{\varepsilon_3} \|u_{tt}\|_{L^2(0, t_m; L^2(\Omega))}^2 + \varepsilon_3 k \sum_{i=1}^m \|\tilde{\chi}_i\|^2_A,
\]
and,
\[
|T_4| \leq \frac{K k}{\mu \gamma G \varepsilon_4} \sum_{i=1}^m \|\Delta_i \sigma\|_0^2 + \varepsilon_4 k \sum_{i=1}^m \frac{K \gamma G}{\mu} \|\tilde{\eta}_i\|_0^2,
\]
\[
\leq \frac{C k^4}{\varepsilon_4} \|\sigma_{tt}\|_{L^2(0, t_m; L^2(\Omega))}^2 + \varepsilon_4 k \sum_{i=1}^m \frac{K \gamma G}{\mu} \|\tilde{\eta}_i\|_0^2.
\]

Using (22), (30) and (26), we have for \(T_5\) that,
\[
|T_5| \leq \frac{C k}{\varepsilon_5} \sum_{i=1}^m \left(\|\partial_i \xi_i - \xi(t_{i-1/2})\|_0^2 + \|\xi(t_{i-1/2}) - \xi(t_{i+1/2})\|_0^2\right) + \varepsilon_5 k \sum_{i=1}^m \|\tilde{\chi}_i\|^2_A,
\]
\[
\leq \frac{C k^4}{\varepsilon_5} \|u_{tt}\|_{L^2(0, t_m; H^2(\Omega))}^2 + \frac{C t_m h^{2r}}{\varepsilon_5} \|u_t\|_{L^2(0, t_m; H^{r+1}(\Omega))}^2 + \varepsilon_5 k \sum_{i=1}^m \|\tilde{\chi}_i\|^2_A,
\]
where we used (22) and (31) to get \(\|u_{tt}\|_0 \leq C \|u_{tt}\|_2\).

Now, \(T_6 = 0\) from (28) and for \(T_7\) we argue similarly as for \(T_5\) and obtain,
\[
|T_7| \leq \frac{K k}{\mu \gamma G \varepsilon_7} \sum_{i=1}^m \|\partial_i \theta_i\|_0^2 + \varepsilon_7 k \sum_{i=1}^m \frac{K \gamma G}{\mu} \|\tilde{\eta}_i\|_0^2,
\]
\[
\leq \frac{C k^4}{\varepsilon_7} \|\sigma_{tt}\|_{L^2(0, t_m; L^2(\Omega))}^2 + \frac{C t_m h^{2r}}{\varepsilon_7} \|\sigma_t\|_{L^2(0, t_m; H^r(\Omega))}^2 + \varepsilon_7 k \sum_{i=1}^m \frac{K \gamma G}{\mu} \|\tilde{\eta}_i\|_0^2,
\]
where we used the estimate \(\|\theta_{tt}\|_0 \leq C \|\sigma_{tt}\|_0\). For \(T_8\),
\[
|T_8| \leq \frac{C k}{\varepsilon_8 D^2} \sum_{i=1}^m \|\tilde{\theta}_i\|_0 + \varepsilon_8 k \sum_{i=1}^m \|\tilde{\chi}_i\|^2_A \leq \frac{C t_m h^{2r}}{\varepsilon_8} \|\sigma\|_{L^2(0, t_m; H^r(\Omega))}^2 + \varepsilon_8 k \sum_{i=1}^m \|\tilde{\chi}_i\|^2_A,
\]
and \(T_9\),
\[
|T_9| \leq 2k \sum_{i=1}^m \frac{K D}{\varepsilon_9} \|\tilde{\xi}_i\|_4 \|\tilde{\eta}_i\|_0 \leq k \frac{K}{\varepsilon_9} \sum_{i=1}^m \frac{\mu K}{\gamma G D^2} \|\tilde{\xi}_i\|^2_A + \varepsilon_9 k \sum_{i=1}^m \frac{K \gamma G}{\mu} \|\tilde{\eta}_i\|_0^2,
\]
\[
\leq \frac{C t_m h^{2r}}{\varepsilon_9} \|u_t\|_{L^2(0, t_m; H^{r+1}(\Omega))}^2 + \varepsilon_9 k \sum_{i=1}^m \frac{K \gamma G}{\mu} \|\tilde{\eta}_i\|_0^2.
\]

We now note that \(T_{10} = 0\) if \(\kappa = 1\) (the non-symmetric scheme) and in general we have,
\[
|T_{10}| \leq 2(1 - \kappa) k \sum_{i=1}^m \sum_{e \in \Gamma_h \cup \Gamma_D} \left(\frac{|\delta|}{\delta}\right)^{1/2} \|D \nabla \tilde{\chi}_i \cdot n_e\|_{0,e} \left(\frac{\delta}{|\delta|}\right)^{1/2} \|\tilde{\chi}_i\|_{0,e},
\]
\[
\leq 2(1 - \kappa) k \sum_{i=1}^m \frac{C h^{(d-1)/2}}{\delta^{1/2}} \|D^{1/2} \nabla \tilde{\chi}_i\|_0 \frac{\delta^0}{\delta} \tilde{\chi}_i \chi_i^{1/2},
\]
\[
\leq (1 - \kappa) \epsilon_{10} k \sum_{i=1}^m \frac{C h^{(d-1)/2}}{\delta} \|\tilde{\chi}_i\|^2_A + \frac{1 - \kappa}{\epsilon_{10}} k \sum_{i=1}^m \|\tilde{\chi}_i\|^2_A.
\]
For $T_{11}$ a similar argument produces,
\[ |T_{11}| \leq \epsilon_{11} k \sum_{i=1}^{m} \frac{Ch^{(d-1)\beta-1}}{\delta} \| \tilde{\eta}_i \|_0^2 + \frac{k}{\epsilon_{11}} \sum_{i=1}^{m} \| \tilde{\chi}_i \|_A^2, \]
and, for $T_{12},$
\[ |T_{12}| \leq \epsilon_{12} k \sum_{i=1}^{m} \frac{Ch^{(d-1)\beta}}{\delta} \left( \sum_{E} \| \tilde{\theta}_i \|_{L_2(\partial E)} \right)^2 + \frac{k}{\epsilon_{12}} \sum_{i=1}^{m} J_0^{\delta,\beta}(\tilde{\chi}_i, \tilde{\chi}_i), \]
\[ \leq \frac{C \epsilon_{12} h^{2r-1+(d-1)\beta}}{\delta} \| \sigma \|_{L_\infty(0,t_m;H^r(\Omega))}^2 + \frac{k}{\epsilon_{12}} \sum_{i=1}^{m} J_0^{\delta,\beta}(\tilde{\chi}_i, \tilde{\chi}_i). \]
Setting $\epsilon_{10} = 2$, and choosing
\[ \epsilon_3 + \epsilon_5 + \epsilon_8 + \frac{1}{\epsilon_{12}} = \frac{1}{4}, \quad \epsilon_4 + \epsilon_7 + \epsilon_9 = 1 \quad \text{and} \quad \epsilon_{11} = 4, \]
we then assemble these estimates and obtain,
\[ \| \chi_m \|_0^2 + \frac{K}{\mu} \| \eta_m \|_0^2 + \left( \frac{1}{2} - \frac{4C\hat{h}^{(d-1)\beta-1}}{\delta} \right) k \sum_{i=1}^{m} \| \tilde{\chi}_i \|_A^2 \]
\[ + \left( 1 - \frac{4\mu Ch^{(d-1)\beta-1}}{\delta K\gamma_G} \right) k \sum_{i=1}^{m} \frac{K\gamma_G}{\mu} \| \tilde{\eta}_i \|_0^2 \]
\[ \leq C(h^{2r} + k^4) + \frac{2kK}{\mu} \sum_{i=1}^{m} \left| \left( \gamma(u)\sigma(t_i) - \gamma(B_{i,n} u^h)\sigma_i^* \right) \tilde{\eta}_i \right|, \]
where we recalled that $\beta \geq (d-1)^{-1}$. Now we make several appeals to Lemma 3.3. Firstly, when $n = 1$ we have, for $k \leq \hat{k}$, that,
\[ \left( 1 - \frac{C\hat{k}}{\epsilon} \right) \| \chi_m \|_0^2 + \frac{K}{\mu} \| \eta_m \|_0^2 + \left( \frac{1}{2} - \frac{4C\hat{h}^{(d-1)\beta-1}}{\delta} \right) k \sum_{i=1}^{m} \| \tilde{\chi}_i \|_A^2 \]
\[ + \left( 1 - \frac{4\mu Ch^{(d-1)\beta-1}}{\delta K\gamma_G} \right) k \sum_{i=1}^{m} \frac{K\gamma_G}{\mu} \| \tilde{\eta}_i \|_0^2 \leq C(h^{2r} + k^4) + \frac{C\hat{k} K}{\epsilon} \sum_{i=0}^{m-1} \| \chi_i \|_0^2. \]
Choosing $\epsilon = 1/2$, $\hat{k}$ and $\hat{h}^{(d-1)\beta-1}/\delta$ small enough, an application of Gronwall’s lemma then results in,
\[ \| \chi_m \|_0^2 + \| \eta_m \|_0^2 + k \sum_{i=1}^{m} \| \tilde{\chi}_i \|_A^2 + k \sum_{i=1}^{m} \| \tilde{\eta}_i \|_0^2 \leq C(h^{2r} + k^4). \]
Secondly, for the linearised scheme where $n = 2$, we have, by Lemma 3.3 for $m = 1$, and with $\epsilon = (2\gamma_G k)^{-1}$ that,
\[ \| \chi_1 \|_0^2 + \frac{K}{2\mu} \| \eta_1 \|_0^2 + \left( \frac{1}{2} - \frac{4C\hat{h}^{(d-1)\beta-1}}{\delta} \right) k \| \tilde{\chi}_1 \|_A^2 \]
\[ + \left( 1 - \frac{4\mu Ch^{(d-1)\beta-1}}{\delta K\gamma_G} \right) k \frac{K\gamma_G}{\mu} \| \tilde{\eta}_1 \|_0^2 \leq C(h^{2r} + k^4) + Ck^2 \| \chi_0 \|_0^2 + C \| \eta_0 \|_0^2. \]
Now use the estimates given above for $T_1$ and $T_2$ and again select $\hat{h}^{(d-1)\beta-1}/\delta$ small enough to get,
\[ \| \chi_1 \|_0^2 + \| \eta_1 \|_0^2 + k \| \tilde{\chi}_1 \|_A^2 + k \| \tilde{\eta}_1 \|_0^2 \leq C(h^{2r} + k^4). \]
On the other hand, for \( m > 1 \) we estimate the first term in the sum (corresponding to \( i = 1 \)) in \( T_{13} \) by choosing \( \epsilon = 1/k \) in Lemma 3.3 and then use the estimates just obtained. For the remaining terms we choose \( \epsilon = 1/2 \). With empty sums set to zero, we then have for \( m = 2, 3, 4, \ldots \) that,

\[
\|\chi_m\|_0^2 + \frac{K}{\mu} \|\eta_m\|_0^2 + \left( \frac{1}{2} - \frac{4C\hat{h}^{(d-1)\beta-1}}{\delta} \right) k \sum_{i=1}^{m} \|\bar{x}_i\|_A^2 + \left( \frac{1}{2} - \frac{4\mu C\hat{h}^{(d-1)\beta-1}}{\delta K\gamma} \right) k \sum_{i=1}^{m} K\gamma \|\bar{\eta}_i\|_0^2 \leq C(h^{2r} + k^4) + Ck \sum_{i=2}^{m-1} \|\chi_i\|_0^2,
\]

by the same estimates for the initial conditions as used previously. Once again, we choose \( \hat{h}^{(d-1)\beta-1}/\delta \) small enough and use Gronwall’s lemma to arrive at,

\[
\|\chi_m\|_0^2 + \|\eta_m\|_0^2 + k \sum_{i=1}^{m} \|\bar{x}_i\|_A^2 + k \sum_{i=1}^{m} \|\bar{\eta}_i\|_0^2 \leq C(h^{2r} + k^4).
\]

We now see that this inequality holds for all \( m \in \{1, \ldots, N\} \) in both of the cases \( n = 1 \) and \( n = 2 \). By the triangle inequality we then have,

\[
\|u(t_m) - u_m^h\|_0 + \|\sigma(t_m) - \sigma_m^h\|_0^2 + \left( \frac{1}{2} \sum_{i=1}^{m} \|\bar{u}(t_i) - \bar{u}_i^h\|_A^2 \right)^{1/2} + \left( \frac{1}{2} \sum_{i=1}^{m} \|\bar{\sigma}(t_i) - \bar{\sigma}_i^h\|_0^2 \right)^{1/2} \leq \|\xi(t_m)\|_0 + \|\theta(t_m)\|_0^2 + \left( \frac{1}{2} \sum_{i=1}^{m} \|\bar{\xi}(t_i)\|_A^2 \right)^{1/2} + \left( \frac{1}{2} \sum_{i=1}^{m} \|\bar{\theta}(t_i)\|_0^2 \right)^{1/2} + \|\chi(t_m)\|_0 + \|\eta(t_m)\|_0^2 + \left( \frac{1}{2} \sum_{i=1}^{m} \|\bar{\chi}(t_i)\|_A^2 \right)^{1/2} + \left( \frac{1}{2} \sum_{i=1}^{m} \|\bar{\eta}(t_i)\|_0^2 \right)^{1/2},
\]

and our estimates, along with, (16) and (30) then complete the proof. \( \square \)

If we replace the \( D_r(D_h) \)-approximation of \( u \) by a standard conforming piecewise polynomial finite element space containing the essential boundary condition, then the DG FEM schemes presented above reduce to a standard Galerkin FEM. An error estimate of the form presented in Theorem 3.4 then continues to hold (as a special case).

**Corollary 3.5** For a plain vanilla finite element approximation of the problem we also have,

\[
\|u(t_m) - u_m^h\|_0 + \|\sigma(t_m) - \sigma_m^h\|_0 + k \sum_{i=1}^{m} \left( \|u_i - \bar{u}_i^h\|_A^2 + \|\sigma_i - \bar{\sigma}_i^h\|_0^2 \right)^{1/2} \leq C(h^{r} + k^2)
\]

for each \( m = 1, \ldots, N \).

**Remark 3.6** If \( (u, \sigma) \) is a solution of (12), (13), then we could use Theorems 1.1 and 3.4 to show that,

\[
\|u_m^h\|_0^2 + \|\sigma_m^h\|_0^2 \leq C(u).
\]

This would follow from the triangle inequality and is the closest we can get to a stability estimate. However, to get ‘data’ on the right hand side we would need stability estimates on higher derivatives of the exact solutions.

Theorem 3.4 naturally contains some regularity assumptions on both \( u \) and \( \sigma \). Since, via (10), we can replace the system (1) and (2) by the single (11) we can expect that the regularity of \( \sigma \) can be tied into that of \( u \). In this direction, for the case of piecewise linear spatial approximation \( r = 1 \), we have the following claim (see [15] for details).
\[
\kappa = -1 \quad \kappa = 1
\]
\[
\begin{array}{cccc}
M & \kappa = -1 & \kappa = 1 \\
\varepsilon & \text{EOC} & \varepsilon & \text{EOC} \\
1 & 2.0320 & 2.0266 \\
2 & 1.8373 & 0.1453 & 1.8375 & 0.1413 \\
4 & 1.5323 & 0.2619 & 1.5324 & 0.2620 \\
8 & 0.8639 & 0.8268 & 0.8639 & 0.8269 \\
16 & 0.4476 & 0.9486 & 0.4476 & 0.9486 \\
32 & 0.2260 & 0.9862 & 0.2260 & 0.9862 \\
\end{array}
\]

Table 1: Tabulated errors for \( N = 2, \delta = 10^2 \) and \( \beta = 3 \).

\[
\begin{array}{cccc}
N & \kappa = -1 & \kappa = 1 \\
\varepsilon & \text{EOC} & \varepsilon & \text{EOC} \\
1 & 0.088458 & 0.088458 \\
2 & 0.025616 & 1.7879 & 0.025616 & 1.7879 \\
4 & 0.006599 & 1.9568 & 0.006599 & 1.9568 \\
8 & 0.001661 & 1.9903 & 0.001661 & 1.9903 \\
16 & 0.000417 & 1.9951 & 0.000417 & 1.9951 \\
32 & 0.000105 & 1.9889 & 0.000105 & 1.9889 \\
64 & 0.000027 & 1.9549 & 0.000027 & 1.9549 \\
\end{array}
\]

Table 2: Tabulated errors for \( M = 8, \delta = 10^4 \) and \( \beta = 2 \).

**Proposition 3.7** For \( r = 1 \) the regularity requirements of Theorem 3.4 can be replaced by,

\[
u \in H^2(I; H^2(\Omega)) \cap L_1(I; W_{1,1}(\Omega)) \cap L_\infty(I; W_{4,4}(\Omega)) \cap W_{4,4}(I; L_8(\Omega)) \cap W_{4,4}(I; L_4(\Omega)) \cap H^3(I; L_2(\Omega)) \cap H^3(I; L_2(\Omega)) \cap H^3(I; L_2(\Omega))
\]

and \( \sigma \in L_\infty(\Omega) \cap H^2(\Omega) \).

## 4 Numerical experiments

We anticipate that the linearised scheme is the one that is of most interest and so quote from [3] just a few numerical results to illustrate Theorem 3.4 in the case \( r = 1 \). The data common to all the results are: \( D = K = \mu = 1 \), \( \gamma_R = 10 \), \( \gamma_G = 0.1 \), \( \Delta = 0.1 \), \( \Omega = (0,1)^2 \) and \( I = (0,T) \), and in each case the loads and boundary conditions are designed so that the problem has a known exact solution. (To achieve this we added a function \( h = h(x,t) \) to the right of (2).) The resulting errors,

\[
\varepsilon := k \sum_{i=1}^{N} \left( \| u_i - u_i^h \|_{\Delta}^2 + \| \sigma_i - \sigma_i^h \|_{0}^2 \right)^{1/2}
\]

are tabulated along with the estimated order of convergence (EOC). In the tables, \( M \) denotes a uniform \( M \times M \) space mesh and \( N \) is the number of time intervals.

Table 1 shows results for the solutions,

\[
u(x,t) = t \sin(2\pi x) \sin(2\pi y), \quad \sigma(x,t) = t \left( \frac{\sin(2\pi x)}{\cos(2\pi y)} \right),
\]

in the case \( \Gamma_D = \{ x = 0 \text{ or } y = 0 \} \) when \( u_{RG} = 0.5 \). In this case there is no time discretisation error and we observe \( O(h) \) convergence.
On the other hand, for the solutions
\[ u(x, t) = t^3 x \quad \sigma(x, t) = t^2 \left( \frac{t^2}{t} \right), \]
there is no space discretisation error and for \( \Gamma_D = \{ x = 0 \} \) with \( u_{RG} = 0.5 \) we observe, in Table 2, \( O(k^2) \) convergence.

5 Conclusion

The numerical experiments support the error estimate in Theorem 3.4 and so we conclude that the linearisation derived from the extrapolation is an effective method of approximating the solution to this type of problem.

As we mentioned earlier in Section 1, our model is a simplification of the original model proposed in [5]. Nonetheless, preliminary numerical experiments (not included here) with CG FEM indicate that it is capable of capturing the same basic phenomena of steep travelling fronts. An error analysis for the model in [5] is currently being undertaken and, when complete, we expect to give more extensive numerical demonstrations for both models.

On a closing note, the problem we have studied is a generalisation of a parabolic analogue to the dynamic solids problem considered in [17] to the case of nonlinear relaxation time. It is an ongoing project to extend our results to the dynamic case, and to other types of nonlinearities (see for example the nonlinear relaxation time discussed in [19]).
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