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Automatic Choroidal Layer Segmentation Using
Markov Random Field and Level Set Method

Chuang Wang , Ya Xing Wang, and Yongmin Li

Abstract—The choroid is an important vascular layer
that supplies oxygen and nourishment to the retina. The
changes in thickness of the choroid have been hypoth-
esized to relate to a number of retinal diseases in the
pathophysiology. In this paper, an automatic method is
proposed for segmenting the choroidal layer from macular
images by using the level set framework. The three-
dimensional nonlinear anisotropic diffusion filter is used to
remove all the optical coherence tomography (OCT) imag-
ing artifacts including the speckle noise and to enhance the
contrast. The distance regularization and edge constraint
terms are embedded into the level set method to avoid the
irregular and small regions and keep information about
the boundary between the choroid and sclera. Besides, the
Markov random field method models the region term into
the framework by correlating the single-pixel likelihood
function with neighborhood information to compensate
for the inhomogeneous texture and avoid the leakage due
to the shadows cast by the blood vessels during imaging
process. The effectiveness of this method is demonstrated
by comparing against other segmentation methods on a
dataset with manually labeled ground truth. The results
show that our method can successfully and accurately
estimate the posterior choroidal boundary.

Index Terms—Choroid layer segmentation, level set
method, markov random field, and macular 3D OCT images.

I. INTRODUCTION

THE choroid is an important vascular layer and lies between
the retina and the sclera [1], [2]. It contains connective tis-

sues and blood vessels and provides oxygen and nourishment
to the retina. The changes of the choroid are important indica-
tors of many eye diseases, in particular glaucoma, high myopia,
neovascular and non-neovascular AMD, central serous chori-
oretinopathy and Vogt-Koyanagi-Harada disease [3]. Therefore,
it is important to segment the layers and reconstruct the vascular
structure of the choroid and measure the changes of the choroid.
Many commercial optical coherence tomography (OCT) imag-
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ing systems are now able to capture the 3D choroid images.
However, due to the limitations of current imaging technol-
ogy and the location of the choroid, the boundaries between
the choroid and sclera in the images are not apparent in some
locations.

It is time consuming or even impossible to manually delin-
eate all the choroidal structures and layers for a large number
of images because of the indistinct structures and boundaries
in some cases. Therefore, automatic choroidal layer segmen-
tation and reconstruction have attracted many researchers. In
this study, we mainly focus on layer segmentation and thickness
measurement.

Many automatic or semi-automatic methods [4]–[9] for
segmenting the choroidal boundary have been reported recently.
Kajie et al. [4] presented a statistical model based on the tex-
ture and shape to automatically segment the choroid layer from
OCT B-scans. Hu et al. [5] performed the choroid segmentation
semi-automatically by using the graph search algorithm from
3D OCT volumes. Tian et al. [6] reported an automatic seg-
mentation method for 2D enhanced depth imaging (EDI) OCT
images. The choroidal-sclera interface is located by using the
Dijkstra’s algorithm. This algorithm is used to find the shortest
path for the graph, which is constructed by the valley pixels.
Alonson-Caneiro et al. [7] developed a dual probability gradi-
ent based method to segment the choroid layer automatically
from the enhanced OCT B-scans. Danish et al. [8] segmented
the choroidal boundary using a multi-resolution texture mod-
elled graph cut method from 3D EDI OCT images. Besides,
Markov Random Field (MRF) based methods [10]–[12] have
been developed for detecting the intra-retinal layers from 2D or
3D OCT images. Rossant et al.[10] segmented the Inner lay-
ers (Retinal nerve fiber layer (RNFL), Outer Nuclear Layer
(ONL), Ganglion Cell Layer(GCL)+Inner Plexiform Layer
(IPL), Inner Nuclear Layer (INL)) from macular B-scan by using
MRF. Ghorbel et al. [11] expanded the MRF method from [10] to
segment Inner layers from 3D macular images. Wang et al.[12]
segmented four layers from 3D optic nerve head image by using
Hidden MRF.

Despite these efforts, difficulties remain in segmenting the
choroidal layer from macular images, in particular on dealing
with indistinct boundaries, shape constraints and region con-
straints [13] . Fig. 1 shows examples of the challenges.

1) The boundary between the choroid and sclera is not dis-
tinct. It is even invisible in some locations as shown in
Fig. 1(c), thus the edge based segmentation method can-
not accurately segment the layers;
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Fig. 1. The challenge of the choroidal layer segmentation. (a) A B-
scan from an OCT macular volume image with ground truth marked. (b)
The inhomogeneous texture in the choroidal region. (c) The indistinct
appearance between the choroid and sclera.

2) It is difficult to locate the choroid by using an intensity
based segmentation method because of the inseparable
appearance between the choroid and sclera as in Fig. 1(c);

3) The intensity inhomogeneity and the inconsistent texture
[Fig. 1(b)] of the choroid makes the region based and
texture based segmentation ineffective because of the
presence of the blood vessels in the choroid layer.

In order to overcome these difficulties, we present an auto-
matic choroidal layer segmentation method. The baseline of the
method is built on the level set framework, with a region term
using the Markov Random Field method to model the choroidal
layer and sclera, an edge term obtained by calculating the line
integral of the edge function and the weighted area of the object
region, and a distance regularisation term obtained by comput-
ing the contour length of the object region. The following are
the key considerations in developing the proposed method:

1) The boundary between the choroid and sclera is visible
at some locations of the image. Therefore, the edge in-
formation is still important for segmenting the choroid.
The edge constraint term is introduced into this method
to incorporate the edge information to direct the contour
to the desired boundary;

2) We use the Markov Random Field to model the region
appearance by incorporating the spatial context of neigh-
bouring pixels. It compensates the intensity inhomogene-
ity of the choroid and avoids small regions caused by
shadows cast by blood vessels. Furthermore, the prior
information of the background and choroid is calculated
and used to obtain the posterior probability to guide the
contour to the desired boundary of the choroid.

3) Finally, the distance regularisation term is used to pre-
vent small and irregular contours appearing during the
iterations.

The remainder of this paper is organised as follows. In
Section II, the proposed segmentation method is described. The
experimental results are presented in Section III. The last section
draws the conclusions.

II. METHOD

The choroidal layer is segmented with a typical two-step pro-
cess, which includes a pre-processing step and a segmentation

step. Fig. 2 shows the overview of the automatic choroidal layer
segmentation method. At the first step, the 3D anisotropic dif-
fusion method [14] is used to remove the speckle noise and to
enhance the contrast between the background and object. We
apply the proposed level set method with a region based term,
an edge constraint term and a distance regularisation term to
locate the choroidal layer boundary at the second step. Finally,
the energy functional is minimised by using Partial Differential
Equations (PDE).

A. Pre-Processing step

The OCT imaging process often produces speckle noise and
imaging artifacts. Fig. 2(a) shows the original 3D macular im-
age, which contains a significant level of speckle noise and
artifacts. The conventional anisotropic diffusion approach
(Perona-Malik) [14] is used to remove the speckle noise and
sharpen the contrast between the choroidal layer and sclera.
Fig. 2(e) and (f) show an original B-scan image and the de-
noised B-scan image. The nonlinear anisotropic diffusion filter
is defined as:

∂

∂t
I(x̄, t) = div[c(x̄, t)∇I(x̄, t)] (1)

where the vector x̄ represents (x, y, z) and t is the process
ordering parameter. I(x̄, t) is macular voxel intensity. c(x̄, t)
is he diffusion strength control function, which depends on the
magnitude of the gradient of the voxel intensity, and is given by:

c(x̄, t) = exp

(
−|∇I(x̄, t)|

κ

2
)

(2)

where κ is a constant chosen according to the noise level and
edge strength, and it was set to 70 in the experiments according
to [14]. Finally, the voxel intensities are updated by the following
formula:

I(t + �t) = I(t) + �t
∂

∂t
I(t) (3)

The de-noised image is shown in Fig. 2(b). However, it is
impossible to remove all the imaging artifacts by using the
de-noising method. In order to reduce the computational com-
plexity and improve the computation efficiency, we cut this
image into a small volume by removing all the background in-
formation. Fig. 2(c) and (d) show the two chopped volumes.
Next, the retinal pigment epithelium boundary, which is nor-
mally with strong contrast and can easily be identified, is seg-
mented by using the graph cut method [15]. Then the por-
tion above the retinal pigment epithelium boundary is set to
zero to facilitate the segmentation of the posterior choroidal
boundary.

At the initialisation stage, we assume the posterior choroidal
boundary is in the same shape as the retinal pigment epithe-
lium which is already segmented. A distance displacement of
130 pixels (507 μm) is set between these two boundaries. Let Ω
be the image domain, the zero level set of the level set function
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Fig. 2. Block diagram of automatic choroidal layer segmentation. (a) The original macular OCT image. (b) The de-noised OCT image by using
the 3D anisotropic diffusion method. (c) and (d) The volume image is cut into two and the upper half is removed. (e) The original B-scan. (f) The
de-noised B-scan.

φ(x, y, z) is initialised according to [16]:⎧⎪⎪⎨
⎪⎪⎩

φ(x, y, z) = −2, if (x, y, z) ∈ choroidal layer

φ(x, y, z) = 2, if (x, y, z) ∈ background

φ(x, y, z) = 0, if (x, y, z) ∈ ∂Ω

(4)

B. Level Set Method

We use the Level Set Methods (LSM), which has been widely
applied to image segmentation [17]–[25], to estimate the pos-
terior choroidal boundary from the shrunken OCT image. The
energy functional of our segmentation model is formulated as:

E(φ) = EM (φ) + EE (φ) + ER (φ), (5)

The first term EM is a region-based term, which the Markov
Random Field method is used to incorporate the neighbouring
pixels with the single pixel likelihood function to smooth and
tighten the choroidal boundary and to avoid leakages from the
boundary. The second term EE incorporates the edge informa-
tion to direct the initial contour to the boundary. Although the
edge between the choroid and sclera is indistinct or even invis-
ible at some locations, the edge information is still important
in guiding the contour to the desired boundary. Therefore, we
incorporated the edge-based information to assist the segmen-
tation. The Geodesic Active Contour model (GAC) [26] based
edge term has its regularisation effect. However for this par-
ticular problem, the edge information of the data is not clear
and the shapes are irregular, so the distance regularisation term
is necessary to smooth the boundary and avoid small contours.
The last term ER is a distance regularisation term, which keeps
the choroidal layer boundary smooth.

1) Prior Model Construction: According to the initial con-
tour, we set the choroidal area as label 0 and the background
as label 1 (L = {0, 1}). The Gaussian Mixture Model (GMM)
is used to model the choroidal layer and background region,

respectively. Given an input 3D image B = (b1 , ..., bi , ..., bN ),
where N is the total number of all pixels. A = (a1 , ..., ai , ...aN )
(ai ∈ L) is the corresponding initial label according to the level
set function φ. It is assumed that the voxel intensity bi fol-
lows a GMM with C components. The parameter set Θ0 of the
initial GMM is learned from A and B by using the Expectation
Maximisation (EM) algorithm.

The parameters set Θ = {θl |l ∈ L} can be expressed as:

θl = (μl,1 , σl,1 , ωl,1), ..., (μl,C , σl,C , ωl,C ) (6)

The E-step: At the tth iteration, we can obtain the parameters
Θt , and the conditional expectation can be deduced as:

Q(Θ|Θt) = EA

[
ln P (A,B|Θ)|B,Θt

]
=
∑
A∈L

P (A|B,Θt) ln P (A,B|Θ) (7)

where L is the set of all possible labels, and P (A,B|Θ) can be
rewritten as:

P (A,B|Θ) = P (A|B)P (B|Θ) (8)

M-step: Next parameter set Θt+1 is estimated through maximis-
ing Q(Θ|Θt):

Θt+1 = arg max
Θ

Q(Θ|Θt) (9)

The parameters are updated by using P (l|bi)

μ
(t+1)
l =

∑
i P t(l|bi)bi∑
i P t(l|bi)

(σ(t+1)
l )2 =

∑
i P t(l|bi)(bi − μ

(t+1)
l )2∑

i P t(l|bi)
(10)

Then, let Θt+1 → Θt and repeat from the E-step until it
converges.
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In previous studies, the GMM parameters are often estimated
from a static training process [4], [27], and therefore may be
limited to the chosen training set if it does not provide an ap-
propriate coverage of the variation of the data. However, we
update the parameters dynamically through the segmentation
iterations until the algorithm converges or reaches the maxi-
mum iterations to ensure the characteristics of the input data are
captured.

2) Region-Based Term: The MRF method has been mod-
ified and embedded into the graph cut method as a region based
term to segment images [28], [29]. Paragios et al. [30] and Zhou
et al. [20] presented the object tracking method based on level
set method with MRF from a moving camera. The MRF has
been used for image segmentation for decades and first intro-
duced to segment Brain MR images by Zhang et al. [31]. Chen
[25] reported the Bayesian risk term based level set method for
medical image segmentation. Further extended work [18], [21],
[22], [32] improved Chen’s method by incorporating the neigh-
bouring pixel information and presented a MRF embedded level
set method for 2D image segmentation by using a single Gaus-
sian. Because the intensity inhomogeneity and inconsistent tex-
ture in both of the choroidal area and background, it makes the
single Gaussian difficult to model the complexity of the prob-
lem. Therefore, the GMM is modelled into the MRF method
to accurately estimate the choroidal layer. Thisensures the spa-
tial context within the local neighbourhood is incorporated into
the model to keep the choroidal layer boundary smooth and to
avoid leakages. The region-based energy functional is fo-
rmulated as:

EM (φ) = −ν

∫
Ω

log(P (A|B))dxdydz (11)

where ν ∈ R is constant coefficients. This term calculates the
average of negative log-likelihood of the posterior segmentation
probability.

According to the Bayes theorem, P (A|B) can be formu-
lated as:

P (A|B) =
P (B|A)P (A)

P (B)
(12)

where P (B) is defined by the image itself and is a constant.
Therefore, it can be rewritten as:

P (A|B) ∝ P (B|A)P (A) (13)

where P (B|A) is the conditional segmentation probability, and
P (A) is the prior probability.

Based on the conditional independence assumption of bi ,
the conditional segmentation probability P (B|A,Θ) can be
expressed as:

P (B|A,Θ) =
N∏

i=0

P (bi |ai, θai
) =

N∏
i=0

Gmix(bi ; θai
)

=
1
Z ′ exp(−U(B|A)) (14)

The weighted probability of the GMM is:

Gmix(bi ; θai
) =

C∑
c=1

Gmix(bi ;ωai ,c , μai ,c , σai ,c)

=
C∑

c=1

ωai ,cg(bi ;μai ,c , σai ,c)

=
C∑

c=1

ωai ,c√
2πσ2

ai ,c

exp
(
− (bi − μai ,c)

2

2σ2
ai ,c

)

=
C∑

c=1

ωai ,c exp

(
− log(2πσ2

ai ,c
)

2
+

−(bi − μai ,c)
2

2σ2
ai ,c

)
(15)

According to the Jensen’s inequality, if
∑C

c=1 ωai ,c = 1, we can
conclude that

− log

(
C∑

c=1

ωai ,cg(bi ; θai ,c)

)
� −

C∑
c=1

ωai ,c log(g(bi ; θai ,c))

(16)
It indicates that minimising the right-hand term will lead to
the minimisation of the left-hand term. Therefore, the con-
ditional log-likelihood energy function U(B|A,Θ) can be
defined by:

U(B|A,Θ) =
N∑

i=0

ωai
U(bi |ai,Θ)

=
N∑

i=0

C∑
c=1

ωai ,c

[
(bi − μai ,c)

2

2σ2
ai ,c

+
1
2

log(2πσ2
ai ,c

)
]

(17)

The prior probability P (A) is defined as:

P (A) = P (φ) =
1
Z

exp(−U(φ)) (18)

where the prior energy function U(φ) is defined as:

U(φ) =
∑

n∈N2 6

Vn (φ) (19)

where Vn (φ) is the clique potential and N26 is the set of
all possible cliques. The 26-neighborhood system of a voxel
p = (x, y, z) is:

N26 = {(x ± 1, y, z), (x, y ± 1, z), (x, y, z ± 1),

(x ± 1, y ± 1, z), (x ± 1, y, z ± 1),

(x, y ± 1, z ± 1), (x ± 1, y ± 1, z ± 1), } (20)

The clique potential Vn (φ) is:

Vn (φp, φq ) = β(1 − Iφp ,φq
), (21)

where the weight β is defined as 1
2‖p−q‖2

and the function Iφp ,φq

is:

Iφp ,φq
=

{
1, if φp = φq

0, if φp 	= φq

(22)
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Finally, the region-based term can be rewritten as:

EM (φ) = ν

∫
Ω
{U(B|A,Θ) + U(A)}dxdydz

= ν

{∫
Ω
{U(B|A,Θ0) + U(A)}H(−φ)dxdydz

+
∫

Ω
{U(B|A,Θ1) + U(A)}H(φ)dxdydz

}
(23)

where H(φ) is the Heaviside function and is defined as:

H(φ) =

{
1, φ � 0,

0, φ < 0,
(24)

Compared to other methods [18], [21], [22], our method
works more efficiently on 3D volumes with non-uniformity
and inconsistent texture by using the GMM instead of a sin-
gle Gaussian model. The main contribution of this part is that
we construct the region-based term by using the GMM based
MRF method and embed them into the level set framework.

3) Edge Constrained Term: Although the edge between
the choroid and sclera is indistinct or even invisible at some
locations, the edge information is still important in guiding the
contour to the desired boundary. Therefore, we incorporated the
edge-based information to assist the segmentation. The edge
constraint term follows the Geodesic Active Contour model
[26], and is defined as [16]:

EE (φ) = λLg (φ) + αAg (φ), (25)

where λ > 0 and α ∈ R are constant coefficients, which are
set to 5 and −3 respectively in our experiments. The energy
functionals Lg (φ) and Ag (φ) are formulated as:

Lg (φ) ≈
∫

Ω
gδ(φ(x, y, z))|∇φ(x, y, z)|dxdydz (26)

Ag (φ) ≈
∫

Ω
gH(−φ(x, y, z))dxdydz (27)

where g, Hε , δε are the edge indicator function, the Heaviside
function and Dirac delta function, respectively. The edge indi-
cator function is defined by:

g ≈ 1
1 + |∇G ∗ I(x, y, z)| (28)

where G is the Gaussian kernel, the kernel size of the Gaussian is
set to 13 × 13 × 13 in our experiments. The indicator is used to
smooth the image and reduce the noise through the convolution.
In addition, the Dirac delta function δ(φ) is:

δ(φ) =
d

dφ
H(φ) (29)

The first term Lg (φ) in (25) calculates the line integral of
the edge indicator function g along the zero level set contour
of φ with the Dirac delta function δε . When the zero level set
of φ as a contour is parameterised as C: [0, 1] → Ω, Lg (φ)
can be rewritten as

∫ 1
0 g(|∇I(C(s))|)|(C(s))|ds. This term∫ 1

0 g(|∇I(C(s))|)|(C(s))|ds was first introduced by Caselles

et al. [26], where g(|∇I(C(s))|)| contains the boundary infor-
mation of the object. The energy of this term Lg (φ) is minimised
when the level set function φ is close to the target boundary of
the object.

A weighted area of the region Ω−
φ ≈ φ(X) < 0 is calculated

by the second term Ag (φ). When g(x) = 1 as a special case, the
term Ag (φ) computes the area within the contour Ω−

φ . Ag (φ)
is applied to speed up the motion of the level set function φ to
the desired object boundary in the evolution process, especially
when the initial contour is located far away from the target
boundary of the object. The level set function φ is negative
inside the zero level contour and positive outside the zero level
contour. The coefficient α for the weighted area term should be
positive when the initial contour is located outside the object,
so that the zero level contour will shrink to the target boundary
in the level set evolution. Otherwise, the coefficient α should be
negative when the initial contour is located inside of the initial
contour, so that the zero level contour will expand to the target
boundary in the level set evolution. When the edge indicator
function g(x) is close to the object boundary, this weighted area
term Ag (φ) will slow down the shrinking or expanding of the
zero level contour.

4) Distance regularisation Term: In order to maintain the
boundary of the choroid, the distance regularisation term is
added to the energy functional. The regularisation term in the
energy functional is:

ER (φ) = λRER (φ) (30)

where λR is a positive valued parameter and is set to 1. ER (φ)
computes the contour length of the zero level set φ to smooth
the boundary of the choroidal area. The equation of ER (φ) is
defined by:

ER (φ) =
∫

Ω
δ(φ(x, y, z))|∇φ(x, y, z)|dxdydz (31)

C. Partial Differential Equation based Energy
Minimisation

The energy terms defined by (23), (25) and (30) are substituted
into (5), and our energy model of E(φ) can be rewritten as:

E(φ) = ν

{∫
Ω
{U(B|A,Θ0) + U(A)}H(−φ)dxdydz

+
∫

Ω
{U(B|A,Θ1) + U(A)}H(φ)dxdydz

}

+ λ

∫
Ω

gδ(φ)|∇φ|dxdydz + α

∫
Ω

gH(−φ)dxdydz

+ λR

∫
Ω

δ(φ)|∇φ|dxdydz (32)

According to the Euler-Lagrange differential equation [33],
the energy minimisation problem ∂E (φ)

∂φ can be reformulated as:

∂φ

∂t
= −∂E(φ)

∂φ
(33)
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and the corresponding gradient flow equation is defined as:

∂φ

∂t
= ν{−{U(B|A,Θ0) + U(A)}

+ {U(B|A,Θ1) + U(A)}}δ(φ)

+
{

λ

(
∇g|∇φ| + gdiv

( ∇φ

|∇φ|
)

+ αg

}
δ(φ)

+ λR div

( ∇φ

|∇φ|
)

(34)

where div(·) is the divergence operator, which is used to cal-
culate the curvature of the evolving curve by using the spatial
derivatives φ up to the second order.

Finally, the level set equation can be reformed as:

φ(t + 1) = φ(t) + ∇t{ν{−{U(B|A,Θ0) + U(A)}
+ {U(B|A,Θ1) + U(A)}}δ(φ)

+
{

λ

(
∇g|∇φ| + gdiv

( ∇φ

|∇φ|
)

+ αg}δ(φ)

+ λR div

( ∇φ

|∇φ|
)}

(35)

where ∇t is the time step, and t is the temporal index.
In order to reduce the computational cost of a level set

method, the narrowband around the zero level set is updated
instead of φ in the full image domain. The Gradient Vector
Flow (GVF) method [34] is used to construct the narrow-
band around the zero level set. The GVF method preserves
a diffusion of the gradient feature information and avoids the
leakage of the boundary. According to [34], the vector flow
field �V (x, y, z) = [u(x, y, z), v(x, y, z), w(x, y, z)] is defined
to minimise an energy function as follows:

e =
∫

μ|∇�V |2 + |∇�f |2 |�V −∇�f |dxdydz (36)

where μ is a regularisation parameter, f is the edge map of the
Heaviside function H , and V = ∇f .

f = Gσ (x, y, z) ∗ H(φ(x, y, z)) (37)

where Gσ (x, y, z) is a three-dimensional Gaussian function
with standard deviation σ. The first term is the smoothing term
and the second term is the data term, which is minimised when
V = ∇f .

The numerical implementation of this energy function prob-
lem is formulated as:

ut+1(x, y, z) = μ∇2ut(x, y, z) − [ut(x, y, z) − fx(x, y, z)
]

[
fx(x, y, z)2 + fy (x, y, z)2 + fz (x, y, z)2]

(38)

vt+1(x, y, z) = μ∇2vt(x, y, z) − [vt(x, y, z) − fy (x, y, z)
]

[
fx(x, y, z)2 + fy (x, y, z)2 + fz (x, y, z)2]

(39)

wt+1(x, y, z) = μ∇2wt(x, y, z) − [wt(x, y, z) − fz (x, y, z)
]

[
fx(x, y, z)2 + fy (x, y, z)2 + fz (x, y, z)2]

(40)

Finally, in order to create a wider narrowband, the Dirac delta
function δ(φ) can be rewritten as:

δ(φ) = u(x, y, z) + v(x, y, z) + w(x, y, z) (41)

It is important to note that the GVF has been used for the first
time to estimate a more comprehensive narrowband around the
zero level set. It can estimate the vertical direction narrowband
more efficiently than the sparse field method [23]. Furthermore,
the speed of the GVF is faster than the sparse field method be-
cause this method updates the whole volume while the GVF just
updates the narrowband only. The computational cost depends
on the iteration number of the GVF. So the higher the iteration
number, the faster the speed can be achieved, however it may
over locate the choroidal boundary. The iteration number is set
to 15 in our experiments.

III. EXPERIMENTS

The dataset of the macular images were collected at Beijing
Tongren Hospital, China by using the volume scan mode with
the Swept Source OCT ( DRI OCT Atlantis, Topcon, Tokyo,
Japan). The data collection was undertaken in accordance with
the organisation’s research ethics regulations and was approved
by the local ethics committee. The dataset includes 30 3D OCT
scans from 30 healthy subjects aged between 20 to 85 years.
The images are centred at the macula region. The image size
is 256 × 512 × 992 with 16 bits per pixel and a digital axial
resolution of 3.9 μm per pixel. This imaging protocol has been
commonly used to diagnose retinal diseases. 20 B-scans of each
volume images were uniformly selected and manually labelled
along the outmost edges of the choroidal vessels. Then a simple
linear interpolation between two consecutive labelled B-scans
was performed to provide the boundary points on the unlabelled
B-scans in between. This is served as the ground truth in our
experiments. The process was conducted under the supervision
of clinical experts. Because the variation between slices is rel-
atively small around the macula area, this interpolated ground
truth has been confirmed as appropriate by the experts.

It is important to note that choroidal thickness measurements
are highly variable in practice owing to the lack of a standard-
ised definition of the choroidal-scleral junction and the often
obscure imaging appearance in this region [35]. In our experi-
ments the outmost edges of the choroidal vessels are labelled as
the posterior choroidal boundary.

The proposed method (A) was evaluated on the above dataset
against a number of other methods. These include two variants
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Fig. 3. The mean segmentation error of the posterior choroidal layer
boundary by different methods, including the proposed method (A),
the Level Set Method with single Gaussian and MRF (B), the pro-
posed method without MRF (C), MRF (D), Graph Cut method (E),
Chan-Vese LSM (F), Canny Edge detection (G), and K-means al-
gorithm (H). (a) The mean signed mean difference between the
ground truth and the segmentation results and the standard deviation.
(b) The mean unsigned difference and the standard deviation.

of the proposed method: the Level Set Method with single Gaus-
sian and MRF (B), the Level Set Method without the MRF
term (C), the conventional segmentation methods MRF (D)
[36], the Graph Cut method (E) [37], the Chan-Vese Level Set
Method (F) [38], the Canny edge detector (G) [36], and the K-
means algorithm (H) [36]. In general the selection of evaluation
methods covers the state-of-the-art as reviewed in Section I, but
it is important to note that our implementation may be different
from the original studies.

Two common metrics of error used to evaluate the perfor-
mance of our segmentation are the signed and unsigned mean
difference. Fig. 3 compares the mean signed and unsigned mean
and standard deviation (sd) between the ground truth and the
segmentation results from different methods. For the proposed
method, the mean signed difference is 1.59 ± 1.65 pixels and
the mean unsigned difference is 2.17 ± 1.77 pixels.

Also, Dice’s coefficient was used to measure the similarity
between the segmentation results and the ground truth. The
coefficient is defined as:

s =
2|A⋂B|
|A| + |B| (42)

where A and B are the segmented choroidal region and the
manual labelled choroidal region, respectively. The mean Dice’s
coefficient of the dataset was calculated and compared with
different methods including the proposed method in Fig. 4. For

Fig. 4. The mean Dice’s coefficient of the choroidal layer between each
individual method and the ground truth. The methods (A-H) are lablled
in the same way as in Fig. 3.

the proposed method, the mean Dice’s coefficient of 30 volume
images in the dataset is 90% with the standard deviation around
4%. The best Dice’s coefficient value is 95% in the dataset,
while the worst performance is 86%.

As shown in Figs. 3 and 4, the proposed method (A) achieved
the best segmentation accuracy in terms of the mean differences
and the Dice’s coefficient. The proposed method with single
Gaussian and MRF (B) performed well but is slightly inferior to
(A), while the proposed methods without MRF (C) performed
much worse than (A) and (B). This indicates that the region
term defined by the MRF is a crucial part of the model. Among
the other methods, the MRF performed the best but still only
comparable to (C) and much inferior to (A). As expected, the
simple methods such as the Canny edge detector (G) and the
K-means algorithm (H) did not perform well as they do not
have the intrinsic mechanism to handle the challenges of the
problem discussed earlier. Also, the Chan-Vese method (F) did
not provide as good results as the other methods, because it
cannot deal effectively with inhomogeneous regions.

Fig. 5 shows the segmentation results of the posterior
choroidal boundary on a sample of 12 B-scans. For clarity of
illustration, only three sets of results from the proposed method
(the best in terms of the metrics set above, in black), the pro-
posed method without MRF (the second best, in red), and the
Chan-Vese method (the worst, in yellow) are shown here to-
gether with the ground truth (in purple). The thickness map of
the choroidal layer in the same volume image is estimated and
displayed in Fig. 6 according to [39].

A number of parameters are required to be set in the proposed
approach. We have used a simple trial-and error method for
this. In our experiments, inappropriate parameter settings did
affect the segmentation performance and occasionally failed
to produce the desired results. However, we believe this is a
common issue for all the level set based methods.

The proposed method is implemented on MATLAB. The av-
erage computational time for an image is 43.29 minutes on a PC
with a 3.3 GHz Intel Core i5-2500 CPU and 8GB RAM. Similar
to other iterative segmentation methods, slow computation is
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Fig. 5. Examples of the choroid layer segmented. The segmentation result by the proposed method is in black, the ground truth in purple, the
proposed method without MRF (C) in red, and the Chan-Vese LSM (F) in yellow, while the upper choroidal boundary is marked in green and the
upper Nerve Fiber Layer (NFL) in blue. (a)–(l) are the results from the 10th, 30th, 50th, 70th, 90th, 110th, 130th, 150th, 170th, 190th, 210th, 230th
B-scans the image respectively.

Fig. 6. Choroidal thickness map for the same image as in Fig. 5.

one of the limitations of our method. Also, the MATLAB is not
considered as one of the fastest platforms, so the computational
time can be improved if implemented by other platforms such
as C++ or Graphic Programming Units (GPU).

IV. CONCLUSIONS AND FUTURE WORK

Segmenting the choroidal layer from the 3D OCT macular im-
ages is challenging in that (1) the contrast between the choroid
and sclera is weak, (2) the intensity of this layer is inhomoge-
neous and the texture of this layer is inconsistent because of the
blood vessels inside the layer, and (3) appearance between the
choroid and the sclera is indistinct.

In this study, we have presented an automatic choroidal layer
segmentation method for 3D OCT macular images. In the first
step, we use the anisotropic diffusion filter to remove the speckle
noise and enhance the contrast between the choroid and sclera.

Afterward, the zero contour function is initialised according to
the prior information from the choroidal layer. Based on the
zero contour, the GMM is used to model both the choroidal area
and the background. The region-based term is embedded into
the level set energy function by using the Markov Random Field
to model the appearance of pixels in their local neighbourhood.
Furthermore, the edge constraint term and distance regularisa-
tion term are included into the level set function to direct the
contour to the desired boundary and to avoid small and irregular
contours.

The choroid layer segmentation method has been evaluated
against a number of alternative methods on a dataset with man-
ually labelled ground truth. The experimental results show that
the proposed method has the following advantages:(1) The MRF
term with GMM adequately models the intensity inhomogeneity
of the choroid. (2) The neighbouring information is modelled
into the region based term to avoid small regions and smooth
the boundary. (3) The edge constraint term is embedded into the
energy function to direct the contour to the desired boundary.
(4) The distance regularisation term is modelled into the energy
function to avoid small and irregular contours.

The contributions of the work are: (1) The region based
term, incorporating the neighbouring pixel information with
the single pixel log-likelihood function by using the Markov
Random Field, is modelled into the level set method; (2) The
GMM is constructed and updated at each level set iteration,
instead of learned offline from a fixed training set;(3) Finally,
the GVF method is used to estimate more comprehensive
narrowband around the zero level set to increase the speed of
the segmentation.

In future work, we will investigate the correlation between the
choroidal thickness map and choroidal diseases. We also will
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try to segment and reconstruct the blood vessels in the choroidal
layer and produce 3D vascular structures for diagnosing the
choroidal diseases.
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