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Abstract

We present an approach to dynamically recognise
faces in a spatial-temporal context from video sequences.
Linear Discriminant Analysis (LDA), head pose estima-
tion, and multi-view face detection are integrated to-
gether to accomplish the task of multi-view face recog-
nition. By synthesizing virtual views, our approach can
work well when only a few views which sparsely cover
the view sphere are available. We model the dynamics
of faces by constructing the object trajectory and a set
of identity model trajectories in the LDA feature space.
Face recognition is performed dynamically by matching
those trajectories. Compared with the static face match-
ing methods, this approach is more robust and accurate
under a coarse correspondence of face images, and has
potential to visual interaction and advanced human be-
haviour recognition in real-world scenarios.

1 Introduction

During the past decade, the issue of face recogni-
tion has been extensively addressed. The eigenface ap-
proach proposed in [18] uses Principal Component Anal-
ysis (PCA) to code face images and capture face fea-
tures. This approach has then been extended to view-
based and modular eigenspaces intended for recognising
faces under varying views[13]. In [21], face recognition
is performed by Elastic Graph matching based on a Ga-
bor wavelet transform. An alternative approach uses sim-
ilarity vectors to estimate head pose and recognise faces
across views [8]. The Active Shape Model (ASM) and
Active Appearance Model (AAM) capturing both shape
and shape-free grey-level appearance of face images have
been successfully applied to face modelling and recogni-
tion [2, 3, 5]. Both ASM and AAM have been extended
to nonlinear cases across views based on Kernel Principal
Component Analysis (KPCA)[14, 16, 15]. These nonlin-
ear models are designed to correspond dynamic appear-
ances of both shape and texture across views.

In most of the previous work, the basic methodol-
ogy adopted for recognition is largely based on match-
ing static face image patterns in a given feature space.
More recently, there has been some work on face recog-
nition using video sequences [9, 6, 22, 17]. Nevertheless,

the issue of recognising human faces dynamically in a
spatio-temporal context remains largely unresolved.

In this paper, we describe an integrated approach to
face detection and recognition with a focus on modelling
and recognising faces dynamically in a spatio-temporal
context. First, an overall framework is briefly introduced
in Section 2. Section 3 describes the issue of multi-
view face recognition in static images. Then in Section
4 we extend the research to recognising human faces dy-
namically in a spatial-temporal context. Conclusions are
drawn in Section 5.

2 A Framework for Multi-view Face Detec-
tion, Tracking and Recognition

We aim to model the dynamics of human faces under-
going rotations in depth, changes in scale, transformation
in position, and variation to identities. The input to our
system is adopted as live video sequences of captured but
unsegmented faces that vary continuously in a temporal
context. At the initializing phase, the system performs
the follow tasks:

1. segmentation: use motion estimation, skin colour
detection, and background subtraction to segment
sub-images containing faces.

2. scanning: scan the sub-images with different scales.

3. pose estimation: for each scan, estimate the likely
“pose” in tilt and yaw of the image patch.

4. face detection: choose a suitable face detector from
a set of multi-view face detectors according to the
estimated “pose” to determine whether the pattern
is a face. If the output of the face detector is above
a preset threshold, then a face is detected, and the
position, scale and pose of the detected face are used
for recognition. Otherwise, the patch is rejected as a
non-face pattern.

5. face recognition: combine the detected face pattern,
its pose estimate, and, if available, the history in-
formation from the previous frames to recognise the
face dynamically.

After a face is successfully detected, it is not neces-
sary to repeat this whole procedure again. For example, a
Kalman filter can be used to predict the position, scale,



and pose of the detected face in the successive frame.
When the tracking fails, the system can be restored by re-
initializing as described above. The predicted pose can be
directly used, while face detection is still carried out on
a slightly enlarged sub-image around the predicted posi-
tion using exhaustive scanning for a robust performance.
However, the size of this sub-image can be smaller than
that segmented in the initializing stage. Therefore, face
detection is the most computational intensive part in the
system. An efficient algorithm using Support Vector Ma-
chines [19] and eigenspace methods [13] has been de-
signed to solve this problem [12].
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It is worth noticing that pose estimation is performed
on multi-scale image patches before detection. If an im-
age patch is detected as a face, then the tilt and yaw angles
of the face are obtained, and the face detectors may give a
positive output for the pattern. However, when the image
patch is not exactly a face, the estimated pose is just a
meaningless value. At the detection stage, one of the de-
tectors will give a negative output to reject it as non-face.
It seems that extra computation is exerted on non-face
patterns at the stage of pose estimation. However, more
saving in computation is achieved at the stage of multi-
view face detection as only one detector is chosen for the
given pose [11]. The proposed framework for dynamic
face detection and recognition is illustrated in Figure 1.

3 Recognising Multi-view Faces in Static
Images

Recognising faces across multiple views is one of the
most challenging problems in this research area, espe-
cially for 2D appearance based methods. In this section,
we discuss this problem in the domain of static image
matching. We adopt Linear Discriminant Analysis (LDA)
as the representation. The key points of our approach are
combining pose information and LDA features for recog-
nition, and synthesizing virtual views from a sparse set of
available views.
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LDA seeks to find a linear transformation from input
space to a feature space (LDA space) by maximizing the

between-class variance and minimizing the within-class
variance at the same time. Computationally, LDA is sim-
ilar to eigen-decomposition [7]. Since it is quite effec-
tive to select discriminant features for two or more object
classes, LDA has been widely adopted in many pattern
recognition applications. Zhao et al. [23] used LDA as a
representation for frontal-view face recognition. Edwards
et al. [4] adopted LDA to select Discriminant Parameters
based on Active Appearance Models.

(a) (b)
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Distribution of multi-view face patterns
in the LDA space spanned by the first 3 LDA fea-
tures. (a) Patterns from 3 subjects, 133 views of
each. (b) Selected patterns by pose from the left
figure, where yaw changes from 0 1 to 180 1 and tilt
is 90 1 for all patterns.

In this paper, we adopt a similar approach to [23] for
the representation of face images. However we extend
the problem to multi-view face recognition. Intuitively,
the image appearance of different people at the same view
is more similar than that of the same person at different
views. This makes LDA less effective when applied to
multi-views. This is illustrated in Figure 2(a), where the
distribution of face patterns from 3 subjects, 133 views
of each, is shown in the space spanned by the first 3 sig-
nificant LDA features. One can observe that the variance
from different subjects is not significantly isolated from
the variance from different views, which suggests that
LDA alone is insufficient for multi-view face recognition.

However, if we consider the pose information, the
problem becomes different. Figure 2(b) shows the se-
lected patterns from Figure 2(a) where tilt is 90 1 and yaw
changes from 0 1 to 180 1 . We form the trajectories of the
patterns from the same subjects. One notices that, even
under a very low dimensional feature space (only the first
3 LDA features used), the identities of different subjects
captured by their trajectories are separable, therefore can
be discriminated.
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If all views of subjects are available, the problem of
face recognition can be simply matching the face pat-
terns on a specific view. However, this assumption may
be too strict in many situations. That leads the follow-
ing question: Given a few views of a subject, can we still
perform recognition on unknown views? One solution is
to synthesize virtual views in some feature space based



on face patterns available, and then to match the unseen
face pattern to the synthesized patterns. Vetter and Pog-
gio [20] used Linear Object Classes for this purpose. In
their work, the synthesis of virtual views was based on
a dense correspondence between 2D face images of dif-
ferent people at the same view. Alternatively similarity
vectors to a set of prototypes were adopted to construct
the feature space, where face recognition on novel views
was performed by linear interpolation of similarity vec-
tors of patterns on available views [8].
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Comparison between original face pat-

terns and synthesized patterns from 15 views. The
three axes are tilt, yaw, and the first 3 LDA features
respectively.

In this paper, we present an approach to synthesize
virtual views in LDA space. The problem can be for-
mulated as follows: Given a sparse set of face pat-
terns �������	����
�
�
����	
 of an object on prototype views� � � � � ��
�
�
�� � 
 , one approximates the distributions of this
object in feature space ��� ��� by the patterns available.
Figure 3 shows real distributions of face patterns from
one subject with respect to different views and the syn-
thesized distribution from 15 out of 133 views. The views
are defined by tilt and yaw angles.

If more prototype views are available, a high order
approximation of ��� ��� is preferable for high accuracy.
However, if only a few prototype views are available, one
can still perform the synthesis by simple linear techniques
such as a bilinear interpolation which approximates a
novel view by the four nearest prototype views, or by a
triangle interpolation which uses the 3 nearest prototype
views. In the experiments presented in this paper, the bi-
linear interpolation was employed to synthesize virtual
views.

In our system, after face detection, the position, scale,
and pose both in tilt and yaw of the detected face are ob-
tained. Then for each subject to be recognised, a synthe-
sized pattern in the detected view is generated in the fea-

ture space from the prototype views of the corresponding
subject. Finally recognition is performed by matching the
detected pattern with all the synthesized patterns.

n tilt( 1 ) yaw( 1 ) rate(%) known(%) novel(%)
4 80,100 40,140 68.54 74.15 62.92
6 80,100 40,90,140 82.92 87.08 78.77
9 70,90,110 30,90,150 90.00 94.62 85.38
15 70,90,110 30,60,90,120,150 94.31 96.62 92.00
������� � 
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Recognition results of using synthesized
patterns in LDA feature space. n: number of pro-
totype patterns; tilt/yaw: view angles of proto-
type patterns; rate: overall recognition accuracy;
known/novel: accuracy on known/novel subjects
respectively.

We trained the LDA on a set of face images from 10
subjects, 133 views of each (-90 1 -90 1 in yaw and -30 1 -
30 1 in tilt with an interval of 10 1 ). The training images
were grouped by subjects, hence 10 LDA basis vectors
were received after training. The test set included face
images from 20 subjects, where 10 subjects did not ap-
pear in the training set. Table 1 lists the results of recog-
nition using different selections of prototype views. In
this experiment, we did not perform pose estimation on
the test images, instead the ground-truth pose information
was used for synthesizing virtual views. The results illus-
trate that given accurate pose estimation and face detec-
tion, a small number of prototype views are sufficient to
synthesize novel views for recognition. Also, the recog-
nition accuracy on novel subjects is only slightly lower
than that on known subjects.

4 Recognising Faces Dynamically from
Video Sequences

Matching static images is one of the fundamental is-
sues in face recognition, which can still find many ap-
plications in real-life. However, in a situation where
the appearance of faces changes spatially and temporally,
recognition by matching static patterns on a set of iso-
lated and independent pieces of information will be in-
efficient as it is not robust enough against misalignment,
occlusion, and changes of pose, illumination, and expres-
sion. In this section, we analysis the recognition sensitiv-
ity to two major factors: image alignment and pose esti-
mation, then propose an approach to address the problem
of recognising faces dynamically by using the spatial-
temporal information from video sequences.
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It is crucial to point out that no explicit alignment is
performed in our approach. In fact, face detection takes



the role of coarse correspondence based on the appear-
ance of image patterns. Compared with other methods
such as optical flow or Active Shape Models where the
correspondence between images is aimed to be well es-
tablished either densely or sparsely, this method is only
based on registering the holistic patterns approximately.
Also, the synthesis of virtual views is based on pose esti-
mation where the average error in our system is around
10 1 in both tilt and yaw. This error is another factor
which influences the accuracy of recognition.

(a) (b)
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Sensitivity analysis with respect to po-

sition shift of detected faces. (a) Recognition rate
with respect to the shift along horizontal/vertical
direction of images. (b) Recognition rate of sub-
jects being recognised in the top � matches. Only
6 curves plotted here. The dotted curve is from the
results of the accurate position. The correspond-
ing shifts for the other 5 curves are -2 in � , and -2
to 2 in � . In this experiment, 15 prototype views
as shown in Table 1 were used, and the face image
size is 20x20.

We performed sensitivity analysis based on two fac-
tors: Sensitivity to the image shift off the centre, and sen-
sitivity to pose estimate. Figure 4 shows the recognition
rates of the top match (the nearest distance) when shift-
ing the ground-truth positions of faces around centres and
the recognition rates obtained from the top � matches (the
first � nearest distances). Figure 5 gives the recognition
results when all the view information is estimated by our
pose estimators and compared to the results on ground-
truth pose information.

In Figure 4 and Figure 5, we note:

1. the error both in position alignment and view esti-
mation have significant effects on the top recogni-
tion match alone;

2. most of the patterns that were not correctly recog-
nised by the top match were correctly recognised
within the top 3-5 matches.

If we improve the accuracy in both detection and pose
estimation, the performance would be improved to some
extent. However, this assumption may be too strict in
many situations. An alternative solution is to incorporate
explicit shape models into the system for an accurate cor-
respondence, but usually this approach is expensive and
can also be too restrictive in real-world dynamic scenes.

If recognition is performed on a continuously moving
face by accumulated identification evidence rather than
snapshots of the face independently, the requirement for
alignment and pose estimation can be relaxed. Based
on this, we present an approach to address the problem
by using the spatial-temporal information from video se-
quences.

(a) (b)
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Sensitivity analysis to the error in pose
estimation. The two figures show the results when 4
and 6 prototype views were used for recognition re-
spectively (see Table 1). The horizontal axis stands
for the number of top matches, and vertical axis for
recognition rate. Solid curves are obtained from es-
timated pose, and dotted curves from ground-truth
pose.
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In many real-world applications, a sequence of images
containing the subjects to be recognised are necessarily
acquired. With a sequence which records a face varying
continuously over time and across views, not only can
more information be obtained, but also the dynamics of
faces can be captured [10, 1].

Yamaguchi et al. [22] presented a method for face
recognition from sequences by building a subspace for
the detected faces on the given sequence and then match-
ing the subspace with prototype subspaces. Gong et al.
[9] introduced an approach that uses Partially Recurrent
Neural Networks (PRNNs) to recognise temporal signa-
tures of faces.

We present here an approach to recognising human
faces dynamically by matching trajectories in LDA fea-
ture space. For a given sequence containing faces to be
recognised, after head pose estimation and face detec-
tion, one can obtain a trajectory by projecting the face
patterns into LDA space. On the other hand, according
to the pose information of the face patterns, it is easy to
build the identity model trajectory for each subject using
the known prototype patterns. Therefore, the recognition
problem can be solved by matching the object trajectory
to a set of identity model trajectories.

At frame � of a sequence, we define the distance be-
tween the object trajectory and a identity model trajectory



� as: � 
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(1)

where
� 

�

is the distance in feature space between model
point and object point at frame 
 , and �

�
is the weight on

this distance. Considerations on determining �
�

include:

1. confidence of face detection;

2. variation from the previous frame;

3. view of the face pattern. For example, profile face
patterns are weighted lower than those at 3/4 views
since they carry less discriminating information.

Finally, result of recognition can be given as:
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Figure 6 illustrates an example of recognising moving
faces dynamically. Recognition through matching static
face patterns in individual frame can lead to wrong re-
sults. However, if recognition is performed by match-
ing the accumulated trajectories, a more robust and ac-
curate recognition can be achieved. In particular, it is
important to observe in Figure 6(c,d) that the true iden-
tity of a facial appearance is often recognised among the
best few matches although it may not be consistently the
best match in every frame over time. In other word, the
accumulation of positive identity information will over-
whelm any misidentification over time if recognition is
performed on accumulated evidence.

5 Conclusions

From the viewpoint of visual interaction and human-
computer interaction, the problem of face recognition in-
volves more than matching static images. At a low-level,
the face dynamics can be accommodated in a consistent
spatio-temporal context where the underlying variations
with respect to changes in identity, view, scale, position,
illumination, and occlusion are integrated together. At
a higher level, more sophisticated behaviour models, in-
cluding individual-dependent and individual-independent
models, may supervise and co-operate with all the low
level modules.

In this work, we have presented the following key is-
sues to address the problem:

1. integrating head pose estimation, multi-view face
detection and LDA to recognise faces dynamically;

2. synthesizing virtual views in LDA feature space,
which are used to construct the identity model tra-
jectories, from a sparse set of views available;

3. recognising faces dynamically by matching a object
trajectory to the model trajectories.

Establishing correspondence between faces across
views and from different subjects is one of the funda-
mental problems in face recognition. Sophisticated shape
models may solve the problem accurately. However, most
shape models are computationally expensive. Here we try
to solve the problem alternatively based on coarse regis-
tration.

Another problem is how many known views of each
subject are required. We do not constrain ourselves to
the extent that all views of a subject should be available.
In fact, by synthesizing virtual views, only a few views
are sufficient for capturing the whole view sphere. Fur-
thermore, those prototype views need not be fixed, a ran-
domly sampled sequence clip can be conveniently used
for modelling.

We believe that exploiting the dynamics of human
faces is the most promising issue in face recognition. It is
true that measuring the distance between the object and
model trajectories is only a simple implementation of the
approach. More elaborated methods, such as matching
the temporal variation of the trajectories using higher or-
der modes other than only positions in feature space, can
be more effective. In this paper, we highlighted the na-
ture of the problem and shown the potential of modelling
faces in a spatial-temporal manner to the problem of face
recognition. Nevertheless, we only touched the surface of
the problem by modelling faces dynamically across views
and between subjects in an LDA feature space. Sub-
stantial future work using sophisticated spatial-temporal
models to capture face dynamics with respect to expres-
sion, movement and illumination changes is required.
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