Graph-Cut Segmentation of Retinal Layers from OCT Images
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Abstract: The segmentation of various retinal layers is vital for diagnosing and tracking progress of medication of various ocular diseases. Due to the complexity of retinal structures, the tediousness of manual segmentation and variation from different specialists, many methods have been proposed to aid with this analysis. However, image artifacts, in addition to inhomogeneity in pathological structures, remain a challenge, with negative influence on the performance of segmentation algorithms. Previous attempts normally pre-process the images or model the segmentation to handle the obstruction but it still remains an area of active research, especially in relation to the graph based algorithms. In this paper we present an automatic retinal layer segmentation method, which is comprised of fuzzy histogram hyperbolization and graph cut methods to segment 8 boundaries and 7 layers of the retina on 150 OCT B-Sans images, 50 each from the temporal, nasal and centre of foveal region. Our method shows positive results, with additional tolerance and adaptability to contour variance and pathological inconsistency of the retinal structures in all regions.

1 INTRODUCTION

Segmentation is the separation of images into more meaningful information based on similarity or difference, continuity or discontinuity. Segmentation using graph cut methods, depends on assignment of appropriate weight. The paths obtained by the default shortest path algorithms, have no optimal way of handling inconsistencies (such as the irregularity in OCT images), as thus it sometimes obtains the wrong paths, which we call the “wrong short-cuts”. To avoid the wrong short-cuts, we reassign the weights to promote the homogeneity between adjacent edges using fuzzy histogram hyperbolization. In other words, the edges with high value get higher weights, while those with low values become lower. The idea behind this is that, the transition between layers of OCT images which are from dark to light or vice versa are improved. This means we can better identify the layers by searching for the changes or transitions between layer boundaries. Additionally, we take into account the transition between the layers is in most cases very smooth, making it quite difficult to segment the layers. Now if we re-emphasize on this changes, such that they become clearer, this aids the algorithm in successful segmentation and avoiding wrong short-cuts.

In this paper we take into account the effect of promoting continuity and discontinuity, in addition to adding hard constraints based on the structure of retina to segment 7 retinal layers including the Nerve Fibre Layer (NFL), the Ganglion Cell to Layer-Inner Plexiform Layer (GCL+IPL), the Inner Nuclear Layer (INL), the Outer Plexiform Layer (OPL), the Outer Nuclear Layer to Inner Segment (ONL+IS), the Outer Segment (OS) and the Retinal Pigment Epithelium (RPE) by detecting eight (8) layer boundaries. The locations of these layers and boundaries in an OCT image are illustrated in Fig.1. This paper is organized as follows. In Section 2, we review background information on the Graph-Cut segmentation method and the previous work in retinal layer segmentation. Section 3 describes the proposed segmentation method. Section 4 presents experimental results on 150 OCT images. Finally conclusions are drawn in Section 5.

2 BACKGROUND

2.1 The Graph-Cut Method

Graph-Cut is an optimization method used in solving many image processing and computer vision problems, as first reported by (Seheult et al., 1989), where the problem is represented as a graph. A graph $G$ is a pair $(\nu, \epsilon)$ consisting of a vertex set $\nu$ (referred to as nodes in 2D or Vertex 3D nested grid) and an edge
set $\mathcal{E} \subset \nu \times \nu$. There are two main terminal vertices, the source $s$ and the sink $t$. The edge set comprises of two type of edges: the spatial edges $e_n = (r, q)$, where $r, q \in \nu \setminus \{s \cup t\}$, stick to the given grid and link two neighbor grid nodes $r$ and $q$ except $s$ and $t$; the terminal edges or data edges, i.e. $e_s = (s, r)$ or $e_t = (r, t)$, where $r \in \nu \setminus \{s \cup t\}$, link the specified terminal $s$ or $t$ to each grid node $p$ respectively. Each edge is assigned a cost $C(e)$, assuming all are non-negative i.e. $C(e) \geq 0$. A cut partitions the image into two disjoint sets of $s$ and $t$, also termed the s-t cut. It divides the spatial grid nodes of $\Omega$ into disjoint groups, whereby one belongs to source and the other belongs to the sink, such that

$$\nu = \nu_s \cup \nu_t, \nu_s \cap \nu_t = \emptyset \quad (1)$$

We then introduce the concept of max-flow/min-cut (Ford and Fulkerson, 1956). For each cut, the energy is defined as the sum of the costs $C(e)$ of each edge $e \in \mathcal{E}_C \subset \mathcal{E}$, where its two end points belong to two different partitions. Hence the problem of min-cut is to find two partitions of vertices such that the corresponding cut-energy is minimal,

$$\min_{e \in \mathcal{E}_C} \sum_{e \in \mathcal{E}_C} C(e) \quad (2)$$

while on the other hand the max-flow is used to calculate the maximal flow allowed to pass from the source $s$ to the sink $t$, and is formulated by

$$\max_{p} \sum_{v \in \nu \setminus \{s, t\}} p(v) \quad (3)$$

Graph-Cut has been an active area of research since its introduction to image processing, in particular some popular methods utilizing its concept includes (Boykov and Jolly, 2001; Kolmogorov and Zabih, 2004; Yuan et al., 2010).

### 2.2 SEGMENTATION OF RETINAL LAYERS

The segmentation of retinal layers has been an area of active research and has drawn a large number of researches, since the introduction of Optical Coherence Tomography (OCT) (Huang et al., 1991). Various methods have been proposed, some with focus on number of layers, others on the computational complexity, graph formulation and mostly now optimization approaches. Segmentation of retinal images is challenging and requires automated analysis methods (Baglietto et al., 2017). In this regard a multi-step approach was developed by (Baroni et al., 2007). However the results obtained were highly dependent on the quality of images and the alterations induced by retinal pathologies. A 1-D edge detection algorithm using the Markov Boundary Model (Koozekanani et al., 2001), which was later extended by (Boyer et al., 2006) to obtain the optic nerve head and RNFL. Seven layers were obtained by (Cabrera Fernandez et al., 2005) using a peak search interactive boundary detection algorithm based on local coherence information of the retinal structure. The Level Set method was used by (Novosel et al., 2013; Wang et al., 2015b; Wang et al., 2015a; Wang et al., 2017) which were computationally expensive compared to other optimization methods. Graph based methods in (Salazar-Gonzalez et al., 2014; Kaba et al., 2015; Zhang et al., 2015; Haeker et al., 2007; Garvin et al., 2009) have reported successful segmentation results, with varying success rates.Recently, (Dodo et al., 2017) proposed a method using the Fuzzy Histogram Hyperbolization (FHH) to improve the image quality, then embedded the image into the continuous max-flow to simultaneously segment 4 retinal layers.
Moreover, the use of gradient information derived from the retinal structures has in recent years been of interest to OCT segmentation researchers. It was utilised by (Chiu et al., 2010) with the Graph-Cut method, where the retinal structure is employed to limit search space and reduced computational time with dynamic programming. This method was recently extended to 3D volumetric analysis by (Tian et al., 2015) in OCTRIMA 3D with edge map and convolution kernel in addition to hard constraints in calculating weights. They also exploited spatial dependency between adjacent frames to reduce processing time. Edge detection and polynomial fitting was yet another approach proposed to derive boundaries of the retinal layers from gradient information by (Lu et al., 2011), and machine learning by (Lang et al., 2013) with the use of random forest classifier. The utilization of gradient information on OCT images is largely based on the changes that occur at layer boundaries in the vertical direction, thereby attracting segmentation algorithms to exploit this advantage. Our method takes into account the retinal structure and gradient information, but more importantly, the re-assignment of weights in the adjacency matrix, which contributes largely to the success of our graph-cut approach.

3 THE PROPOSED METHOD

In this section we provide the details of our approach to segmenting 8 retinal layer boundaries from OCT B-Scan images. A schematic representation of the overall method is illustrated in Fig. 4

3.1 Pre-Processing

The speckle noise is very common in OCT images, which has negative effects on further processing, for example, the retinal OCT images have low Signal to Noise Ratio (SNR) due to the strong amplitude of speckle noise. Various methods have been used to handle the presence of noise. In this work, we preprocess the images with a Gaussian filter to suppress the speckle noise and enhance the retinal layer boundaries, which is important for the weight calculation in the next stage. This also reduces false positive in the segmentation stage. We show example of a preprocessed image compared to its original in Fig. 2.

3.2 Weight Calculation

In this stage we obtain the vertical gradient of the image, normalize the gradient image to values in the range of 0 to 1, and then we obtain the inverse of the normalized image gradient as shown in Fig. 3. These two normalized gradient images are then used to obtain two separate undirected adjacency matrices, where Fig. 3(a) contains information of light-dark transitions while 3(b) contains information for transition from dark-light. The adjacency matrices are formulated with the following equation (Chiu et al., 2010):

\[ w_{ab} = 2 - g_a - g_b + w_{min} \]  \hspace{1cm} (4)

where \( w_{ab}, g_a, g_b \) and \( w_{min} \) are the weights assigned to the edge connecting any two adjacent nodes \( a \) and \( b \), the vertical gradient of the image at node \( a \), the vertical gradient of the image at node \( b \), and the minimum weight added for system stabilization. To improve the continuity and homogeneity in the adjacency matrices they are hyperbolized, firstly by calculating the membership function with the fuzzy sets equation (5) (Tizhoosh et al., 1997) and then transformed with equation (6).

\[ w'_{ab} = \frac{w_{ab} - w_{min}}{w_{max} - w_{min}} \] \hspace{1cm} (5)

\[ w''_{ab} = (w'_{ab})^\beta \] \hspace{1cm} (6)

where \( w_{max} \) and \( w_{min} \) represent the maximum and minimum values of the adjacency matrix respectively, the adjacency matrices are then transformed with the following equation:

where \( w'_{ab} \) is the membership value from (5), and \( \beta \), the fuzzifier is a constant. Considering the number of edges in an adjacency matrix, we use a constant \( \beta \) instead of calculating the fuzziness. The main reason is to reduce computational time and memory usage. The resulting adjacency matrices are such that the weights are reassigned, and the edges with high weights get higher values while those with low values get lower edge weights. Our motive here is that, if continuity or discontinuity is re-emphasized the algorithm will perform better. Where in this case we improve both, the region of the layers get values close to each other, while that of the background gets lower along the way, this is more realistic and applicable in this context (as the shortest path is greedy search approach), because at the boundary of each layer there is a transition from bright to dark or dark to bright, and therefore improving it aids the algorithm in finding correct optimal solutions that are very close to the actual features of interest.

The weight calculation is followed by several sequential steps of segmentation that are discussed in
the next few subsections. We adopt layer initialization from (Chiu et al., 2010), where two columns are added to either side of the image with minimum weights ($w_{\text{min}}$), to enable the cut move freely in those columns. This is based on the understanding that each layer extends from the first to last column of the image, i.e. dividing the image horizontally at each layer boundary, and that the Graph-Cut method prefers paths with minimum weights. We use Dijkstra’s algorithm (Dijkstra, 1959) in finding the minimum weighted path in the adjacency matrix (other optimization methods utilizing sparse adjacency matrices might be used in finding the minimum path). Graph-Cut methods are optimal at finding one boundary at a time, and therefore to segment multiple regions in most cases, requires an iterative search in limited space. Limiting the region of search is a complex task, it requires prior knowledge and is dependent on the structure of the features or regions of interest. Some additional information on automatic layer initialization and region limitation are discussed in (Chiu et al., 2010) and (Kaba et al., 2015).

### 3.3 ILM and IS-OS segmentation

It is commonly accepted that the NFL, IS-OS and RPE exhibits high reflectivity in an OCT image (Chiu et al., 2010; Lu et al., 2011; Tian et al., 2015). Taking into account this reflectivity and the dark-bright adjacency matrix we segment the ILM and IS-OS boundaries using Dijkstra’s algorithm (Dijkstra, 1959). The ILM (vitreous-NFL) boundary is segmented by searching for the highest change from dark to light, this is because there is a sharp change in the transition, additionally it is amidst extraneous features, above it is the background region in addition to no interruption of the blood vessels, as can be seen in the gradient image. All of the above reasons make it easier to segment the ILM than other layers. We then limit the region below ILM and search for the next highest change from dark-bright in order to segment the IS-OS boundary. In most cases the ILM is segmented, but to account for uncertainties, i.e to differentiate or confirm which layer was segmented, we use the mean value of the vertical axis of the paths to determine the layer segmented, as the ILM is above the IS-OS (similar to (Chiu et al., 2010).

### 3.4 RPE and NFL-GCL segmentation

As mentioned in the previous subsection, RPE is one of the most reflective layers. Using the bright-dark adjacency matrix, the RPE-Choroid boundary exhibits the highest bright-dark layer transition as can be seen in Fig.3(a). Additionally based on experimental results, it is better to search for the transition from bright to dark for the RPE, due to the interference of blood vessels and the disruption of hyper-reflective pixels in the choroid region. Therefore searching for the bright-dark transition is ideal for the RPE most especially to adapt to noisy images. To segment the NFL-GCL boundary, we limit the search space between ILM to IS-OS, and utilize the bright-dark adjacency matrix to find the minimum weighted path. The resulting path is the NFL-GCL boundary, as it is one of the most hyper-reflective layers. Addition-
Figure 4: Main steps of segmentation algorithm schematic representation

1. **Preprocess Image**
   - De-noise image to reduce speckle noise

2. **Compute Adjacency Matrices**
   - Generate dark-light and light to dark vertical image gradients
   - Calculate two undirected adjacency matrices using gradients
   - Hyperbolize the adjacency matrices to reassign weights
   - Add two columns at each end with minimum weights for automatic initialization

3. **Segment ILM and IO-OS boundaries**
   - Segment the boundary with highest change from dark-light to obtain the ILM
   - Limit search region and segment the IS-OS

4. **Segment RPE and NFL-GCL boundaries**
   - Segment the boundary with highest change from light-dark to obtain the RPE
   - Limit search region and segment the NFL-GCL

5. **Search Region Limitation based on Retinal Layers Prominence and Architecture**
   - Input the ILM, IS-OS, RPE-choroid and NFL-GCL as benchmarks
   - Limit search space and segment layers based on prominence and transition the boundary exhibits on appropriate adjacency matrix

6. **Segment the OS and IPL to ONL Layer Boundaries**
   - Segment the OS-RPE in limited space on dark-bright matrix
   - Segment the OPL-INL boundary using dark-light adjacency matrix
   - Use OPL-INL as a benchmark to segment IPL-INL and OPL-ONL
   - Determine IPL-INL and OPL-ONL based path information
ally if we limit our search space to regions below the ILM and above the RPE, the resulting bright-dark and dark-bright minimum paths are the NFL-GCL and IS-OS respectively (i.e the NFL-GCL and IS-OS boundaries exhibits the second highest bright-dark and dark-bright transition respectively in an OCT image).

3.5 OS and IPL to ONL Segmentation

To segment the OS-RPE and three other boundaries (IPL-INL, INL-OPL, and OPL-ONL) from IPL to ONL, we use the prior segmented layers as benchmarks for search space limitation. We obtain the OS-RPE region by searching for the dark-bright shortest path between IS-OS and the RPE-Choroid. For the remaining boundaries, first we segment the INL-OPL, because it exhibits a different transition among the three. This is done by searching for the shortest path between NFL-GCL and IS-OS on the dark-bright adjacency matrix. Consequently the IPL-INL and OPL-ONL boundaries are obtained by limiting the region of path search between INL-OPL and NFL-GCL, and INL-OPL and IS-OS regions respectively, on the bright-dark adjacency matrix.

4 EXPERIMENTAL RESULTS

We evaluated the performance of the proposed method on a set of 150 B-scan OCT images centred on the macular region. This data set was collected in Tongren Hospital with a standard imaging protocol for retinal diseases such as glaucoma. The resolution of the B-scan images is 512 pixels in depth and 992 pixels across section with 16 bits per pixel. We manually labelled all the retinal layers in the dataset under the supervision of clinical experts. This serves as the ground truth in our experiments. Prior to segmenting the images, 15% percent of the image height was cropped from the top to remove regions with low signal and no features of interest. We segment seven retinal layers automatically using MATLAB 2016a software. The average computation time was 4.25 seconds per image on a PC with Intel i5-4590 CPU, clock of 3.3GHz, and 8GB RAM memory.

The method obtains the boundaries in the order from ILM(Vitreous-NFL), IS-OS, RPE-Choroid, NFL-GCL, OS-RPE, INL-OPL, IPL-INL to OPL-ONL respectively. The locations of these boundaries and the sequential order of the segmentation is shown in Fig. 1. Sample results of the 8 retinal layer boundaries and the underlying 7 layers are shown in Fig. 5. To evaluate the proposed method we calculate the Root Mean Squared Error (RMSE), and Mean Absolute Deviation (MAD) by (7). Table 1 shows the mean and standard deviation of both MAD and RMSE, for the seven layers targeted in this study.

\[
MAD(GT, SEG) = 0.5 \left( \frac{1}{n} \sum_{i=1}^{n} d(pt_i, SEG) + \frac{1}{m} \sum_{i=1}^{m} d(ps_i, GT) \right)
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (SEG_i - GT_i)^2}
\]

\[
Dice = \frac{2 | GT_i \cap SEG_i |}{| GT_i | + | SEG_i |}
\]

where \(SEG_i\) is the pixel labelled as retinal Layer by the proposed segmentation method and \(GT_i\) is the true retinal layers pixel in the manually annotated image (ground truth) image. \(pt_i\) and \(ps_i\) represent the coordinates of the images, while \(d(pt_i, SEG)\) is the distance of \(pt_i\) to the closest pixel on \(SEG\) with the same segmentation label, and \(d(ps_i, GT)\) is the distance of \(ps_i\) to the closest pixel on \(GT\) with the same segmentation label. \(n\) and \(m\) are the number of points on \(SEG\) and \(GT\) respectively. For all layers our method has performed well. Especially considering the low value of NFL for both MAD and RMSE. The high value in ONL+IS is due to the presence of high noise and lower reflectivity of the boundaries within the region, however, this is still considerably low. Furthermore, We evaluated the retinal nerve fibre layer thickness (RNFLT) (the area between ILM and NFL-GCL) with additional criteria, due to its high importance in
Table 1: Performance evaluation with mean and standard deviation of RMSE and MAD for 7 retinal boundaries. 150 SD-OCT B-Scan images (Units in pixels)

<table>
<thead>
<tr>
<th>Retinal Layer</th>
<th>Mean MAD</th>
<th>Mean RMSE</th>
<th>STD MAD</th>
<th>STD DRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NFL</td>
<td>0.2689</td>
<td>0.0168</td>
<td>0.0189</td>
<td>0.0121</td>
</tr>
<tr>
<td>GCL+IPL</td>
<td>0.5938</td>
<td>0.0432</td>
<td>0.0592</td>
<td>0.0382</td>
</tr>
<tr>
<td>INL</td>
<td>0.6519</td>
<td>0.0387</td>
<td>0.0792</td>
<td>0.0612</td>
</tr>
<tr>
<td>OPL</td>
<td>0.5101</td>
<td>0.0446</td>
<td>0.0410</td>
<td>0.0335</td>
</tr>
<tr>
<td>ONL+IS</td>
<td>0.6896</td>
<td>0.0597</td>
<td>0.0865</td>
<td>0.0329</td>
</tr>
<tr>
<td>OS</td>
<td>0.4617</td>
<td>0.0341</td>
<td>0.0360</td>
<td>0.0150</td>
</tr>
<tr>
<td>RPE</td>
<td>0.4617</td>
<td>0.0341</td>
<td>0.0360</td>
<td>0.0150</td>
</tr>
</tbody>
</table>

Table 2: Mean accuracy, sensitivity, error rate, Dice and Root Mean Squared Error (RMSE) of the Retinal Nerve Fibre Layer Thickness (RNFLT) and standard deviation (STD).

<table>
<thead>
<tr>
<th>Measure</th>
<th>ST D</th>
<th>Mean Accuracy</th>
<th>Mean Sensitivity</th>
<th>Mean Error Rate</th>
<th>Mean Dice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Accuracy</td>
<td>0.9816</td>
<td>0.0375</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Sensitivity</td>
<td>0.9687</td>
<td>0.0473</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Error Rate</td>
<td>0.0669</td>
<td>0.0768</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Dice</td>
<td>0.9746</td>
<td>0.0559</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the diagnosis of ocular diseases, including glaucoma. This is evaluated with four criteria, namely, accuracy, sensitivity (true positive rate (TPR)), error rate (FPR) and the Dice index (coefficient). These measurements are computed with the following equations while the Dice is computed from (8):

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}
\]

\[
\text{Sensitivity (TPR)} = \frac{TP}{TP + FN}
\]  

\[
\text{Error Rate (FPR)} = \frac{FP}{FP + TN}
\]

where \(TP, TN, FP\) and \(FN\) refers to true positive, true negative, false positive and false negative respectively. \(TP\) represents the number of pixels which are part of the region that are labeled correctly by both the method and the ground truth. \(TN\) represents the number of pixels which are part of the background region and labeled correctly by both the method and the ground truth. \(FP\) represents the number of pixels labeled as a part of the region by the method but labeled as a part of the background by the ground truth. Finally, \(FN\) represents the number of pixels labeled as a part of the background by the system but labeled as a part of the region in ground truth. The results of applying the above criteria on the RNFLT are shown in Table 2.

5 CONCLUSIONS

We have presented an automatic segmentation method for retinal OCT images that is capable of segmenting 7 retinal layers with 8 boundaries. The core of the method is a Graph-Cut segmentation using Dijkstra’s algorithm (Dijkstra, 1959). More importantly, the adjacency matrices from vertical gradients and a sequential process of segmentation, as two key elements of the study, are integrated into the Graph-Cut framework. We have applied the proposed method to a dataset of 150 OCT B-scan images, with successful segmentation results. Further quantitative evaluation indicates that the segmentation measurement is very close to the ground-truth.

The main contributions of this work are as follows:

1. We have presented a method to automatically identify 7 retinal layers across 8 layer boundaries, so far one of the most comprehensive studies in this area;
2. The adjacency matrices are effectively integrated into the Graph-Cut framework with better weight calculation;
3. Based on the unique characteristics of reflectivity of different retinal layers and their changes across layers, a sequential process of segmentation has been developed.
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