
 1 

  
Abstract—Mode-switching allows multi-modal computer 

systems to adapt their mode of interaction to their users’ ongoing 
activities and changing circumstances, yet although largely 
unacknowledged, this can create problems in interactional 
inconsistency across modes at the user interface. We discuss some 
of these problems and present interaction design solutions, using 
examples. 

 
Index Terms—Multimodal, user interface, interaction design, 

flexibility, consistency.  

I. INTRODUCTION 
s we move from fixed computer systems to mobile, 
embedded and networked computer systems, multi-modal 

interaction becomes progressively more important as users 
cannot solely rely on visual user interfaces, or where a single 
modality of interaction will constrain the activities that users 
are able to perform [1], [2]. These could be where the 
environment of use is too noisy to support verbal interaction, 
too bright to support reading from a screen, where they are 
unable to move towards a location-fixed interaction device, or 
any range of other possibilities. Mode-switching is a technique 
that allows computer-based systems to move between different 
modalities of user interaction, allowing the selection of a 
medium that is appropriate for a user’s ongoing activities and 
their changing contexts of system use. However, this 
technique presents its own problems in the design of the user 
interface, and forms the topic of this paper.  

Mode-switching systems allow users to move between 
different input and output devices, as and when necessary: 
they ‘allow users to exercise selection and control over how 
they interact with the computer’ [3:p.71]. A good example of a 
setting in which multiple methods of interaction are used to 
undertake the same computational task is illustrated in the 
design requirements of the Millennium Home system (more 
fully documented in [4]). This system monitors the activity 
patterns of residents in their own home, and attempts to 
identify whether they have encountered a critical health 
problem. If the system detects an anomalous behavioural 
pattern (e.g. a fall, unusual inactivity, medication not taken), it 
will engage in a dialogue with the user to determine if they 
require a call for outside help to be made. It is this interaction 
with the user that we are interested in here: depending on 
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where the user is in the house, what they are doing, the nature 
of the detected problem, and any ongoing changes to the 
ability of the user to interact with the system, a particular 
modality may be (or become) inappropriate.  

The example of the interaction problems faced in the design 
of the Millennium Home system is an interesting one, because, 
despite the apparent simplicity of the system, a number of 
problems have arisen in designing it. The system must adapt to 
its users needs, yet retain a level of usability that allows the 
residents of the home to interact with it meaningfully. One of 
the reasons for the problems in interface design is that the 
different sensory modalities that we have as users (visual, 
auditory, tactile, etc.) have very different physical and 
cognitive properties associated with them (e.g. ephemerality, 
noticeability, and the relevance expectations that users have of 
them), and these mean that the interaction cannot simply be 
‘ported’ to another modality. A simple example of this can be 
seen in the use of pull-down menus: a long menu may be 
acceptable for visual interaction, whilst the same menu items 
cannot easily be recalled when that same information is 
presented as a spoken list.  

II. INTERACTIVE MULTIMODAL SYSTEMS 
Multimodality in human-computer interaction offers a 

number of potential advantages to users. These include 
enhanced robustness in the quality of the interaction that is 
experienced by users [e.g. 3], in improvements to task-action 
mappings by linking the method of user interaction to the 
computer’s representation of the task [5], in its application in 
universal usability across a wide range of user ages, abilities 
and needs [6], and in its interactional flexibility across the 
available forms of input and output media [e.g. 3]. Although 
what we have to say here draws from and speaks to all of these 
areas, our intention is primarily to addresses the final point, in 
improving interactional flexibility.  

There is a good deal of confusion, both in the popular and 
academic literature as to what constitutes a multimodal 
system, and this is clearly an important distinction that needs 
to be determined prior to this discussion. The term is often 
confused with multimedia (using more than one medium of 
data presentation, i.e. of computer output) or multiple device 
use (using more than one method of collecting user actions, 
i.e. of computer input devices). To take the Oxford American 
Dictionary definition, the term ‘modal’ means ‘a way or 
manner in which something occurs or is experienced, 
expressed, or done’ or ‘an option allowing a change in the 
method or operation of a device’, with the addition of the 
prefix ‘multi-’ offering a plurality of the methods noted. 
However, in their use, a plurality of methods means more than 
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simply offering the user a choice of input and output media, 
but linking these together into a form of interaction style and 
dialogue structure that is appropriate for the devices, media, 
activity, user inclination, and environmental context. This 
design of an appropriate interaction style and dialogue 
structure is challenge enough for a singe mode of operation, 
but becomes greatly more complex where users can select 
from multiple methods of interaction.  

One of the frequently purported key benefits of multimodal 
systems, across a range of application domains, is that of 
‘robustness’. Multimodal systems offer the opportunity to 
increase the accuracy of interaction in otherwise error prone 
activity settings and interactional contexts. They are able to do 
this by combining interactional modalities (typically just user 
input) to help disambiguate and refine a user’s interactional 
behaviours in the face of weak or contextually hard to 
generate input signals. This is possible because users can 
adapt the media that they use in their interactions to make best 
use of the modalities of those media, or reactively move to 
another medium if required (for example, see [7], [8], [9]). 
Indeed, there is much evidence to suggest that combinations of 
complementary technology can be used to increase input 
recognition rates (e.g. [10], [11], [12]), although these have 
mainly been examined with reference to speech and direct 
manipulation/gesture. Examples in the literature include 
systems such as Bolt’s [13] Put-that-there, using voice and 
gesture to control object manipulations, and speech and pen 
input, such as Oviatt et al.’s Quickset system [1] to generate 
and manipulate text. In these systems, a change in user input 
mode or use of a combination of input modes results in some 
change in output to the user who must accommodate to this 
change. Yet this point has been largely neglected, with the 
bulk of research effort placed on supporting the computational 
demands of interpreting and combining multiple streams of 
user input.  

We argue that this ‘complementarity’ of modes in 
simultaneous support of action to improve the robustness of 
recognition is not always appropriate, or necessary, and it may 
be something of a specialised requirement for particular forms 
of computer-based activities. Whilst it may be useful to 
improve the robustness of recognition in an interaction, it may 
be more useful to be able to shift between single modes of 
interaction (either as input or output). How users move 
between different modes in their interaction, and how they 
understand the movement between these different modes are 
extremely important questions to ask from the perspective of 
interaction design, because these are what constitutes a good 
user experience for them, and what makes the system useful in 
meeting their goals.  

III. SWITCHING AMONGST DIALOGUE MODES 

A. Consistency and adaptation 
Whilst there is evident value in the use of multimodal 

interaction to support recognition through the 
complementarity of the various modalities working 
simultaneously (or when coupled together), this is only a part 

of the more general value that multimodality can bring to the 
utility of interactive systems. Although it is recognised that 
multimodal systems allow switching between modes, giving 
‘…users the flexibility that is needed to accommodate the 
continually changing conditions of […] use’ ([3], p.71), this is 
usually glossed over and trivialised in the absence of a 
discussion of what this really means for interaction, at least in 
terms of design strategies and guidelines.  

Mode-switching involves the use of a single interactional 
modality at a time. This allows the selection of an interaction 
style and medium that is appropriate to the current setting or 
activity, and which works around its constraints (such as its 
acceptability or environmental noise). Our own experience of 
mode-switching shows that, apart from a few simple 
examples, switching between modalities is not a simple 
matter. There are examples where mode-switching may be 
relatively simple and does not require sophisticated interaction 
designs, such as selecting whether to use a mouse or a voice 
command to control a menu selection in a word processor. 
However, an example of where this may be harder to achieve 
without a more sophisticated interaction design can be seen in 
the Millennium Home system. In the Millennium Home, 
interactions are drawn out over extended periods of time, 
during which the context of the interaction environment may 
change and the user may be interrupted by other activities, and 
where the required interaction may involve multiple and 
sequential option selections or responses. This is not a unique 
problem to the Millennium Home, and is one that will become 
increasingly prevalent as embedded and ubiquitous computer 
systems [14] become more commonplace, because these are 
core features of ubiquitous computing use.  

Systems that support mode-switching can be described as 
having ‘adaptable’ or ‘adaptive’ user interfaces. The 
difference between these terms is that adaptable interfaces are 
generally seen as allowing user selection of an interaction 
mode, whilst adaptive interfaces are generally seen as 
allowing the system to select the mode of interaction. Both can 
be viewed as allowing mode-switching, although each offers 
somewhat different problems to interaction designers. The 
former requires the system to be able to adapt its interactions 
and dialogue structures to the requirements of the user without 
requiring the user to pay a large cognitive cost in using the 
new modality of interaction. The latter requires the system to 
present information to the user in such a way that they are able 
to determine that a change in the mode of interaction has taken 
place and are able to understand enough about the current 
internal state of the system to interpret any ongoing 
interactions. For the purposes of this paper, we will be 
considering systems that are both adaptable and adaptive (such 
as the Millennium Home), because this addresses more a more 
powerful approach to interaction (i.e. systems that can both 
alter their interaction modes and be altered offer a high degree 
of functionality), but also because this allows us to discuss the 
complexities arising from both approaches. Where the 
discussion below affects only one form, this is explicitly 
noted.  

There are few documented instances of mode-switching 
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interfaces, so it is useful here to consider what constitutes an 
adaptive/adaptable interface. According to Kantorowitz and 
Sudarsky, an ‘adaptable user interface is defined as an 
interface that: 
• supports a number of different dialogue modes…, 
• allows the user to switch between dialogue modes at any 

time, i.e., even in the middle of a command; 
• makes the switch between dialogue modes smoothly and 

naturally; 
• makes it easy for the user to learn how to use the different 

dialogue modes…’ [15:p.1353].  
We can extend this to cover system-initiated (i.e. adaptive, 
behaviour) to add another definitional point, in that they may 
also:  
• allow the system to switch between dialogue modes at any 

time, i.e., even in the middle of a command, dependent on 
the level of urgency or importance of the need for user 
interaction with the system, and which is informed by user 
activity over an extended period of time. 

As can be seen from Kantorowitz and Sudarsky’s last two 
points, making smooth transitions between modes and 
learning how to use the different modes is important. These 
are perhaps the critical usability issues to address in the 
interaction design of mode-switching systems. Being able to 
switch dialogue modes in a way that is simple to understand 
and easy to learn is crucial in an environment where users may 
be simultaneously engaged in other, unrelated activities, where 
system support and learning resources are not at hand, and 
where there is a need for users to make a quick response to 
system requests or environmental circumstances. There is also 
an important matter of note to be considered in the second and 
our final point, that there can be a ‘switch between dialogue 
modes at any time… even in the middle of a command” (my 
emphasis). This, as we will discuss, is a major problem for 
interaction design and one that appears to have been neglected 
in previous design discussions around multimodal systems.  

B. Issues for interaction design in mode switching systems 
What then are the important factors in determining the 

usability of interaction in multimodal systems? We have 
identified that the switch must be smooth and natural, but also 
that this switch must be possible at any time, including during 
an interaction sequence, something that may potentially 
conflict with the smoothness and naturalness of the interaction 
experience. Interaction design therefore needs to take account 
of the various modes of interaction available, and their 
(different) properties that may affect the course of an 
interaction sequence. Following this line of argument, one of 
the crucial problems in designing a mode switched multimodal 
system is determining how the selected mode of user 
interaction maps onto the methods that users can employ to 
achieve their intended system outcomes (i.e., in meeting their 
goals). Selection of an appropriate mode is clearly going to be 
an important factor in determining the users’ performance in 
their operation of the system and their satisfaction with the 
nature of the interaction. There is good empirical evidence for 
this: in a study of task completion time, error reduction and 

system acceptance in multimodal systems, it was found that 
improvements could be made in design if the responses of the 
multimodal system were matched to its users’ perceptual 
motor skills [10]. Put more bluntly, the selected mode of 
interaction affects the usability of the computer system.  

As we have seen, different modes of interaction have 
different properties and potentialities, and this can have an 
impact on their incorporation into an interface design. Thus, 
for example, from the perspective of the user, navigation 
through verbally presented menu structures is very different to 
navigation through visual menus, due to processing of the 
signal in the cognitive system. The reason for this is that 
auditory cues are short-lived, but are good for making users 
aware of state changes to the system (i.e. they afford 
reminding in time). Conversely, visual cues are useful in that a 
system’s state is always available and accessible (i.e. they 
afford reminding over time), but state changes may be missed 
if a user’s attention is elsewhere. Similarly, user input to the 
system is affected by the modes used; for example, gesture-
based input may require little effort on behalf of the user, but 
can be ambiguous and hard for the system to interpret, whilst 
on the other hand, direct text entry or mouse selection can be 
less ambiguous, but generally requires a user’s full attention 
and must be carried out from a specific location.  

Because the properties of the various modes of interaction 
are different, it is likely that for many system interactions, the 
use of different input and output media may require different 
dialogue structures to achieve the same outcomes/user goals. 
A simple transformation of the interactional medium will not 
necessarily be appropriate, because the form and content of 
the interaction may need to be adapted to fit the constraints of 
that particular interactional modality. Thus, as a simple 
example, reminders to do something that are presented 
visually might require multiple presentations if the interaction 
switched to output over audio. However, to do this without 
losing consistency in the interface design is problematic: this 
is important because consistency is recognised as a (and 
possibly the) critical factor in good interaction design [5]. 
Empirical research in the field of human-computer interaction 
tells us that the use of different interaction methods, even 
when carried out in the same medium (for example, visually, 
using direct manipulation/’drag and drop’ [16] or a command 
line interface) to achieve the same outcome, can be confusing 
to users as they may have learnt one method of interaction and 
have expectations of system behaviour that are not met 
through other methods of interaction. In this respect, the 
‘flow’ of sequential interactions in a mode-switching system 
(for example, the content, location of presentation and 
frequency of feedback) must be in line with the users’ 
expectations, or they may fail to understand what has occurred 
in their interaction with the system (such as whether their 
input has been recognised, where they are in an interaction 
sequence, if their request has been acted on, and so on).  

The problem of insuring consistency in the interaction is 
greatly magnified if the mode of interaction changes during 
the interaction sequence. When the methods of interaction for 
the different modes do not neatly map onto one another, how 
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can the system adjust its dialogue to meaningfully continue its 
interaction with the user, without restarting the interactional 
sequence again and the consequent confusion to the user that 
this might cause? Thus, where regular feedback may have 
been given, or multiple presentations of options were 
previously made, following a mode switch, these may not be 
conducted in the same way that they were, perhaps just 
moments before. This is an issue that needs to be extremely 
carefully considered in the design of a system that allows 
within-dialogue mode-switching, as called for by Kantorowitz 
and Sudarsky [15].  

When switching between modes is caused by the system 
adaptively, and is not selected by the user (for example, 
occurring in response to a failed request for user input), there 
can also be problems in determining the appropriateness of the 
interactional modality selected. The computer system needs to 
be able to determine a mode for the interaction, whilst 
allowing users to switch from this mode to suit their own 
context-specific needs or requirements. In the case of the 
Millennium Home, where the users of the system might be 
unable to use a particular interactive medium or method, for 
reasons of accident or illness, or their mobility or comfort in 
using it, mode-switching offers a powerful adaptive tool for 
enabling users to control the system. However, the 
implementation of a system that requires complicated 
interaction sequences for the user to verify the state of the 
interaction could potentially present its users with a 
burdensome level of interactional complexity. Starting each 
sequence of interaction dialogues with an explicit report of the 
current state of the system, particularly on a small-screened 
device or over audio could greatly prolong simple 
interactional tasks, with a likely concomitant falloff in user 
acceptance, and potentially even a life-threatening delay.  

This problem, then, is clearly one that addresses the 
interaction, or interface design, of multimodal systems. We 
have not attempted to do what several research projects have 
attempted to do in this area (e.g. [2], [17], [18]), which is to 
automate the interaction dialogues, either through the use of 
interactional grammars or an ‘intelligent’ systems approach. 
This can be achieved, for example, by creating a ‘mode 
independent representation’ of the next dialogue term [2]. By 
using rules to generate interactional content that is coordinated 
across the various modes of communication to the user, it is 
possible to dynamically shift dialogue across modalities. 
These intelligent systems techniques can resolve mode-
shifting problems such as maintaining the semantics of the 
interaction, but they cannot resolve problems arising from 
interactional inconsistencies across the different modalities 
used, and are unable to address key aspects of the usability of 
the human-computer interface.  

The pattern of mode shifting interaction that we propose is 
predefined by the designer, in the same way that an 
information architect might define the navigational structure 
of a web site. There are a number of theoretical and pragmatic 
reasons that we have chosen this approach. On the theoretical 
side, control over the consistency of interaction is best left to 
designers who can specify and refine it according to the 

particularities of the use conditions and the modal constraints. 
We recognise that some of these ‘rules’ of consistency across 
modes can be developed within intelligent systems, but like all 
general purpose rules, they are likely to be inappropriate under 
particular sets of use conditions. Moreover, testing the 
usability of intelligent systems is hard, if not impossible: when 
the system can act autonomously, it is hard to ensure that all 
conditions of its use are tested. Finally, until we understand 
how to design consistent multimodal interactions using a 
controlled approach (i.e. when the variables under 
investigation are under the control of an evaluator), we will be 
unable to automate these interactional components in a 
principled way that is informed by empirical research. From a 
pragmatic perspective, as multimodal systems become more 
prevalent, it is unlikely to be feasible for many commercial 
product developers to develop a bespoke intelligent interactive 
system in addition to developing the system’s underlying 
functionality. Indeed, as we demonstrate, it is not necessary to 
do so.  

C. Strategies for designing interaction in mode switching 
systems 
Modal switching within an ongoing interactive sequence is 

likely to be problematic for interaction designers because 
different interactional modes have different cognitive 
properties. An interaction initiated in the medium of audio 
with verbal user feedback that later shifts to a screen and 
button-based mode (either when directed by the user or in 
reaction to events) will place different demands on the user. 
Interaction sequences that are optimised for one mode will not 
necessarily be appropriate for the other, and are likely to 
require very different interaction pathways for the different 
modes that can be used. By interaction pathways, we mean the 
structure of the interactive sequences that compose a goal, be 
that printing a document in the case of using a PC, or calling 
or canceling a call for assistance in the case of the Millennium 
Home.  

To graphically illustrate what we mean by interaction 
pathways, fig. 1. shows a dialogue-independent flowchart of 
the structure of the interaction design of the ‘medication 
alarm’ in the Millennium Home System. This is kept as simple 
as possible to illustrate the abstract principles that we focus 
the discussion on. Although complex, the diagram was 
selected as one of the more simple interaction sequences in the 
design. This alarm is intended to remind the resident of the 
home when they have not taken their medication at the time 
required, and is one of the Millennium Home’s simpler 
interaction sequences. The flowchart demonstrates the 
possible set of interaction sequences that a user can take 
through the system. Each arrow indicates a potential path that 
the user can traverse in an interaction event. In this scenario, 
information may be presented to the user over a loudspeaker, 
over a visual display or using a telephone call. Cycling 
through the system, further attempts are made to elicit a 
meaningful response from the user, noted in the fig. 1 as 
Comm(n), with an increment in (n) after each attempt to 
communicate. At various points, other alarms may be 
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activated or returned from (labeled A, X and X1), which are 
not represented within the figure. It is not important to 
understand the detail of the design, but the figure demonstrates 
the sequencing across the different interaction modalities (i.e. 
the states and state transitions), and how we have attempted to 
design the interaction flow to take account of the constraints 
of each mode of interaction. Please note that the design of the 
completed system is not easily visualisable, as it is distributed 
and embedded into the fabric of homes, and an abstract 
representation is the clearest way to demonstrate patterns of 
interaction with the system for the purposes of this paper.  

Close inspection should also demonstrate how we have also 
attempted to build in a consistent method of interaction across 
these different modalities, such as the number of warnings 
given, the number of requests for input, and the failure of the 
user to make an interaction in any mode leading to it reverting 
to a final common mode of interaction (the telephone). Whilst 
we do not profess this to be an ideal design, it serves to 
illustrate what we are attempting to convey, showing what we 
mean by an interaction pathway, and how various modalities 
can be integrated into a consistent (in some respects) user 
interface design. Somewhat counterintuitively, to enable 
consistency of interaction across modes, it may not be 
appropriate to ‘optimise’ the interaction designs for each mode 
independently of one another. The most usable interaction 
design for a single mode of interaction may potentially cause 

its users confusion: as users switch to another mode, the new 
mode may not be able to effectively carry the interaction in a 
similar interactional structure to the previous mode, leading to 
a breakdown in the user’s understanding of what is happening. 
Extending this point, it is not recommended that designers 
fully develop the interaction design for one mode, then to 
develop interaction designs for other modes; the interaction 
designs for all modes need to be developed and refined 
concurrently.  

There is an important question posed in this notion of 
ensuring consistency of interaction and the avoidance of 
confusion to the user when a mode is switched. This is how to 
move between modes of interaction during the course of a 
dialogue with the system, what we have called ‘within-
dialogue mode-switching’. One solution to this is to segment 
interaction with the system into small sub-units, so that each 
sub-unit can be completed (or fail), allowing following 
interactions to be conducted in any other modality. Each sub-
unit is relatively self-contained, allowing the user to respond 
to, or initiate a dialogue, allowing the satisfaction of a sub-
goal. Within these units of interaction, the mode cannot be 
switched, which can only be done at the end of the sub-goal 
sequence. In the medication reminder alert shown in fig.1, this 
sub-goal completion occurs either when the user responds to a 
system-initiated request, or when a timer countdown expires 
without a user response. Breaking the interaction into small, 
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meaningful segments is a useful method of reducing the 
confusion that may occur from such within-dialogue mode-
switching.  

As alluded to above, within our own designs in the 
Millennium Home, the system actively performs mode 
switching at points of interaction failure with the user. Within 
the Millennium Home, we attempted to ensure that the system 
was ‘fail safe’, and rather than make assumptions that the user 
was otherwise engaged and unable to respond, we needed to 
ensure that the system moved into a state in which help could 
be called on if the system was unable to evoke a response. 
This may not, we realise, be necessary or appropriate in all 
cases, but it is a useful design strategy to consider.  

IV. CONCLUSION 
This paper demonstrates that what has previously been 

largely glossed over as a simple mechanism for moving 
between different modes to operate computer-based systems, 
is, in practice, rather more problematic than it initially 
appears. The core problem for mode-switching systems lies in 
the area of user interface design, and occurs particularly where 
mode-switching multimodal systems are developed for 
ubiquitous environments, or where users are engaged in 
prolonged and multiple interactions with the system, and when 
they are multitasking with other activities. Critical issues 
occur in maintaining interactional consistency when switching 
across sensory modalities, so that users are able to understand 
the current state of the system following their interaction with 
it and to make predictions about the form that future 
interactions will take. We can resolve some of these problems 
through the interaction design techniques described, providing 
good user feedback, consistency of interaction across modes, 
and segmentation of the interaction sequence into small, sub-
units of meaningful communication. Current research threads 
in multimodal systems design such as automatically 
generating user interfaces on the fly and combining input 
streams from multiple modes all give increasing levels of 
sophistication to the functionality of the device, and 
potentially can improve the flexibility of situations in which 
they can be used. What they cannot however do is to provide 
their users with a method of accessing the system’s 
functionality in a form that is suited to the particular needs of 
users in the contexts of their interaction.  

This paper offers an approach to developing a principled 
method of developing interaction styles for multimodal user 
interface designs that goes beyond the computational 
mechanics of developing novel multimodal input or output 
components. Whilst these computational mechanisms underlie 
what we have been proposing, we argue strongly that it is the 
design of the user interface and not their mechanical 
algorithms that will determine the usability and eventual 
usefulness of these systems.  
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